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Chapter 1
Introduction to Semantic Multimedia

Yiannis Kompatsiaris and Paola Hobson

1.1 Introduction

Recent progress in hardware and communication technologies has resulted in a rapid
increase in the amount of multimedia information available to users. The usefulness
of multimedia applications is largely determined by the accessibility of the content,
so new challenges are emerging in terms of storing, transmitting, personalising,
querying, indexing and retrieval of the multimedia content. Some examples of such
challenges include access by business users to multimedia content needed for their
work, access by consumers to entertainment content in their home or when mobile,
and sharing of content by both professional and private content owners. Clearly,
a description and deeper understanding of the information at the semantic level is
required (Chang 2002) in order to efficiently meet the requirements resulting from
these challenges.

Attempts based on manual textual annotation, despite ensuring conceptual
descriptions of a high level of abstraction, suffer from subjectivity of descriptions,
thus creating a problem of interoperability and are extremely expensive in terms of
labour and time resources. Hence, given the volume of information to deal with, it is
imperative that the process of extracting (i.e. analysing) such semantic descriptions
(i.e. annotations) takes place in an automatic manner, or with minimum human
intervention. At the same time, interoperable description schemes must be used,
since customised and application-dependent metadata description schemes do not
ensure interoperability and reusability. Automatic techniques exploiting textual
information associated with multimedia content (e.g. in Web pages or captions in
video) can provide a solution only when such textual information exists, limited
by the relevance of the text, by the efficiency of the linguistic analysis tools and,
similarly with the manual case, by the subjectivity and polysemy of the description.

Y. Kompatsiaris
Centre for Research and Technology – Hellas, Informatics and Telematics Institute, Thermi-
Thessaloniki, Greece
e-mail: ikom@iti.gr

Y. Kompatsiaris, P. Hobson (eds.), Semantic Multimedia and Ontologies, 3
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4 Y. Kompatsiaris and P. Hobson

The limitations in terms of automation of the analysis and description processes
provoke research into the direct exploitation of content-related (e.g. visual or audio)
information. Moving from low-level perceptual features to high-level semantic des-
criptions that match human cognition became the final frontier in computer vision,
and consequently in any multimedia applications targeting efficient and effective
access to, and manipulation of, the available content. The early efforts targeting
this so-called semantic gap formed what are known as content-based (analysis and)
retrieval approaches, where focus is on extracting the most representative numerical
descriptions and defining similarity metrics that emulate the human notion of simi-
larity. Whilst low-level descriptors, metrics and segmentation tools are fundamental
building blocks of any multimedia content manipulation technique, they evidently
fail to fully capture, by themselves, the semantics of the audiovisual medium;
achieving the latter is a prerequisite for reaching the desired level of efficiency in
content manipulation and retrieval.

The limitations of such numerical-based methodologies, however, led to the
investigation of ways to enhance their performance. Iterative approaches such as
relevance feedback (Rui, Huang, Ortega and Mehrotra 1998), which puts the user in
the loop to “teach” the system what is required, and incremental learning (Naphade
and Smith 2003), which uses rules to self-learn, are two common such enhance-
ments. However, the developed systems still could not meet realistic user needs,
although some have proved particularly effective within certain application contexts,
for example in Wu, Huang, Wang, Chiu and Chen (2007). As a result, research
focus shifted to the exploitation of implicit and/or prior knowledge that could guide
the process of analysis and semantics extraction. In other words, research efforts
have concentrated on the semantic analysis of multimedia content, combining the
aforementioned techniques with a priori domain-specific knowledge, so as to result
in a high-level representation of multimedia content (Al-Khatib, Day, Ghafoor and
Berra 1999). Domain-specific knowledge is utilised for guiding low-level feature
extraction, high-level descriptor derivation and symbolic inference. Numerous app-
roaches have been proposed building on this principle, exploiting various methods
for modelling this knowledge, diverse representations and their consequent handling
techniques. For example, see Tovinkere and Qian (2001) for description of a soccer
events analysis method.

Depending on the adopted knowledge acquisition and representation process,
two types of approaches can be identified in the relevant literature: implicit, realised
by machine learning methods, and explicit, realised by model-based approaches.
The usage of machine learning techniques has proved to be a robust methodology
for discovering complex relationships and interdependencies between numerical
image data and the perceptually higher level concepts. Moreover, these elegantly
handle problems of high dimensionality. Among the most commonly adopted
machine learning techniques are neural networks (NNs), hidden Markov models
(HMMs), Bayesian networks (BNs), support vector machines (SVMs) and genetic
algorithms (GAs) (Assfalg, Berlini, Del Bimbo, Nunziat and Pala 2005; Russell and
Norvig 2003). On the other hand, model-based image analysis approaches make
use of prior knowledge in the form of explicitly defined facts, models and rules,
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i.e. they provide a coherent semantic domain model to support “visual” inference
in the specified context (Dasiopoulou, Mezaris, Kompatsiaris, Papastathis and
Strintzis 2005; Hollink, Little and Hunter 2005). These facts, models and rules may
connect semantic concepts with other concepts, or with low-level visual features.

The application of semantics to multimedia is further motivated by the need to
ensure that the content can be used for current applications as well as be applicable
to future applications. Explicit object models, rules and facts tie the application to a
representation of the world which may become invalid in the future e.g. the presence
of a typewriter as representing an office scene. Reference to standardised high-level
semantics avoids the representation problem, and with appropriate abstraction, can
support language independence.

In addition to persistence of the relevance of the metadata, consistent metadata
is needed to ensure that usable applications can be developed. For example, in con-
tent personalisation, where available multimedia content is selected for presentation
to a user according to their preferences and interests, it is very important for the
personalisation system to be able to accurately match the user’s requirements. This
implies that the content should be suitably annotated such that there is no ambiguity,
and its applicability can be determined by suitable automated processes. Clearly,
standardised semantics are essential here, whereas informal, free-text annotations
can lead to erroneous decisions.

Furthermore, in the real world, objects exist in a context. Representing context
for multimedia applications is a research issue of great importance (Edmonds 1999),
affecting the quality of the produced results, especially in the fields of multimedia
retrieval, personalisation and analysis. The latter can be defined as a tightly coupled
and constant interaction between low-level image analysis algorithms and high-level
knowledge representation (Athanasiadis, Tzouvaras, Petridis, Precioso, Avrithis and
Kompatsiaris 2005), an area where the role of context is crucial. In recent years, a
number of different context aspects related to image analysis have been studied,
and a number of different approaches to model context representation have been
proposed (Zhao, Shimazu, Ohta, Hayasaka and Matsushita 1996).

As can be seen, there is a need for knowledge representation and processing
in many multimedia applications or parts of the whole multimedia value chain
(Fig. 1.1). This has led to an increasing convergence of research in the multi-
media and knowledge domains, which we refer to as semantic multimedia. This
knowledge may include components ranging from the subject matter of discourse to
more general data such as about imaging, control strategy, etc. and may be used
in equally diverse ways depending on the intended application such as person-
alised content summarisation, knowledge-assisted design, scientific modelling and
semantics-based retrieval, as presented in the following chapters.

Among the possible domain knowledge representations, ontologies present a
number of advantages, the most important being that they provide a formal frame-
work for supporting explicit, machine-processable semantics definition, and they
enable the derivation of implicit knowledge through automated inference. Ontolo-
gies are a representation of a shared understanding about a domain and form an
important part of the emerging semantic web since the latter is based on ontologies



6 Y. Kompatsiaris and P. Hobson

Fig. 1.1 Knowledge infrastructure plays an important role in the multimedia value chain analysis
and applications

for enhancing (annotating) content with formal semantics. This enables autonomic
agents to reason about Web content and to carry out more intelligent tasks on behalf
of the user. Thus, ontologies are suitable for expressing multimedia content seman-
tics so that annotation, automatic semantic analysis and further processing of the
extracted semantic descriptions are allowed. Furthermore, ontologies provide a for-
mal and appropriate framework for exploiting the generated semantic descriptions
in context representation, retrieval, personalisation and related applications.

In this book, we provide a comprehensive treatment of semantic multimedia
analysis, multimedia ontologies’ development and applications from multiple per-
spectives, enabling the reader to gain understanding of the breadth of the emerg-
ing semantic multimedia research domain, including presentation of some of the
fundamental theories underpinning the research. The following chapters integrate
work from experts from the multimedia and the knowledge technology research
communities, exploring how knowledge technologies can be exploited to create
new multimedia applications, and how multimedia technologies can provide new
contexts for the use of knowledge technologies.

We provide a step-by-step approach which takes the reader from the fundamental
enabling technologies of ontologies, analysis and reasoning (Part II) to applications
which have hitherto had less attention, such as personalisation of multimedia content
and multidimensional applications (Part III). Finally, applications using alternative
approaches to multimedia ontologies are also presented (Part IV).
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1.2 Multimedia Ontologies

Multimedia standards, such as MPEG-7, as discussed in detail in Chapter 2, do
not provide full support for the semantic descriptions of the content. For instance,
in MPEG-7, semantic annotations are completely decoupled from low-level visual
features. Moreover, semantic annotations can be modelled in multiple ways, lead-
ing to ambiguity and limited interoperability, rendering the development of tools
retrieving and manipulating semantic interpretations of multimedia difficult. As
such, although multimedia-related standards provide important functionalities for
manipulation and transmission of objects and associated metadata, the represen-
tation and extraction of semantic descriptions and the annotation of the content
with the corresponding metadata are out of the scope of these standards and are
still left to the content manager. This fact is one of the main motivations for
the ongoing intensive research efforts in the direction of semantic representation
and automatic semantic annotation and exploitation of multimedia content using
ontologies.

The complexity of content and structure that characterise multimedia objects, in
combination with the need for high-level semantic analysis, has turned the ontology-
driven representation of information related to and concerning multimedia content
into a rather demanding process. For example, the main challenge in building a
knowledge infrastructure for multimedia analysis and annotation is to link low-level
multimedia properties such as spatio-temporal multimedia document structure and
semantic concepts in a clean, extensible, effective and efficient manner. A consensus
is emerging that there is a need for the development of highly focused, easy to use,
comprehensible, and non-overlapping multimedia ontologies. They should be kept
simple and small, addressing the substantial needs of the applications/systems that
are going to use them. Modularity, clarity and unambiguousness should characterise
them. Similarly, requirements hold for other applications as well such as retrieval,
personalisation and context representation.

More specifically, a number of multimedia ontologies have been designed to
serve one or more of these purposes:

� Annotation e.g. labelling or tagging of multimedia content;
� Analysis e.g. ontology-driven semantic analysis of multimedia content, for

downstream annotation;
� Retrieval e.g. context-based retrieval of images or video from large archives;
� Personalisation e.g. filtering and recommendation of multimedia content accord-

ing to user preferences;
� Algorithms and processes control e.g. ontologies used to model multimedia

processes and procedures;
� Reasoning, which can be applied in various cases such as retrieval and personal-

isation for creating autonomous content applications.

When ontologies are used for media description and generally for the descrip-
tion of an information object, a clear distinction between annotations describing
the information object and those concerning the multimedia document’s content
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(e.g. semantic concepts depicted in an image) needs to be drawn. Furthermore, the
ontologies need to describe and represent knowledge for either one or more of the
following top-level hierarchical types of multimedia documents:

� image
� video
� 3D graphics
� audio
� audiovisual.

1.3 Multimedia Ontologies, Analysis and Reasoning – Theory

1.3.1 Multimedia Content Description Using Semantic
Web Languages

Ontologies can be used for the representation of multimedia content structure. This
refers to the structure of a multimedia document itself, depending on the type of
document and the relations between different structural elements. For example,
although a set of annotations of a video fragment may be structured along the same
scene/sequence/shot hierarchy as the video itself, these characteristics seem to be
an inadequate representation of a multimedia document. They need to be extended
with spatial and temporal relations, topological information, and their combinations.
Spatial relations are needed to describe how segments are placed and relate to
each other in 2D space (e.g. “right and above”). Topological spatial relations are
needed to describe how the spatial boundaries of the segments relate (e.g. “touch”
or “overlap”). Temporal relationships among segments or events, providing infor-
mation about the sequence in time, need to be represented when the multimedia
object is of the type video. Spatio-temporal relations are closely related to parto-
nomic relations as well. MPEG-7 multimedia description schemes (MDS) supports
hierarchical structures for multimedia segment decomposition, along with spatial,
temporal and spatio-temporal multimedia segment relations. Thus, in the design of
an associated ontology, a large part of MPEG-7 could be appropriately captured,
aligned and used. Another important requirement concerns the object localisation,
i.e. the regions that correspond to semantic objects need to be described in terms of
their location within the multimedia content.

Ontologies also model concepts and properties that describe audiovisual char-
acteristics of objects, especially audio segments and visualisations in still images
and videos, in terms of low-level features. Examples of such features are colour
layout and colour histogram for visual objects. They also support multiple audiovi-
sual descriptions per concept. This is because audiovisual characteristics of domain
concepts, in the generic case, cannot be described using a single instance of the
audiovisual descriptors in question. For example, while the net of a tennis racquet
might be described in terms of its texture only once, its shape heavily depends on
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the viewing angle and occlusions (e.g. by the player in front of the net). The issue
of low-level description representation touches upon a more generic issue, namely
the need for support for basic and complex data types representation. Ontologies
aligned to standards built on XML Schema, such as MPEG-7 or others, would have
to embody the representation of basic data types, such as numeric types, dates, vec-
tor arrays, e.g. numerical vectors for the visual content ontology and so on. The use
of feature matching algorithms on such data, as part of the reasoning process during
knowledge-assisted analysis, makes this need quite essential.

Alignment to existing metadata standards is crucial in order, first, to avoid dupli-
cate work, second, to benefit from existing artefacts, and third, to provide a viable
solution – a tool upon which practical applications can be built. Alignment with
existing metadata standards helps to ensure, to a significant extent, interoperability
between different (or complementary) ontologies and data sharing between tools.
As mentioned above, the MPEG-7 multimedia content description standard already
provides tools for representing fragments such as colour, texture, shape and motion
descriptors, although it suffers from serious limitations in terms of its expressive
power with regard to semantic annotations and their own semantics.

In Part II of this book, we present four chapters containing fundamental theory
relating to multimedia ontologies, analysis and reasoning. Chapter 2 describes the
representation of multimedia content descriptions that are structured according
to the MPEG-7 metadata description model and expressed using semantic web
languages. The chapter addresses the limitations of the current MPEG-7 version
(mainly a lack of explicit semantics) and the efforts made to move the MPEG-7
standard into the semantic web. Approaches for combining MPEG-7 and the web
ontology language (OWL) are presented together with two use cases that show the
benefits of the approaches, including semantic integration and retrieval in the music
domain.

As explained in more detail in the next subsection of this chapter, understand-
ing of the importance of generating a correspondence between domain-specific and
low-level description vocabularies applied to multimedia, as well as the importance
of exploiting a plurality of modalities for detecting cues useful to analysis, has
recently revealed the possibility of using ontologies to drive the extraction of seman-
tic descriptions. Chapters 3–5 of Part II of this book present recent research which
is creating the basis for exploitation of knowledge in multimedia applications.

1.3.2 Multimedia Analysis and Reasoning

Despite intensive recent research, the automatic establishment of a correspondence
between the low-level features and the semantic-level information (i.e. objects
and events) needed to understand the content of the visual medium is a problem
still far from being solved or adequately addressed (Chang 2002; Naphade and
Huang 2002). Explicitly defined knowledge about objects and events of interest
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is generally not available for unrestricted domains. However, in well-structured
domains such as sports, news and personal content, the necessary knowledge can
easily be assembled for the finite number of objects and events of interest. Ontolo-
gies can be used in these cases for explicitly expressing domain knowledge, facili-
tating the further inference of additional knowledge based on rule-based processing
of pre-existing knowledge.

Ontologies are the basis and foundation for new intelligent multimedia appli-
cations, but we need further tools in order to make these applications a reality,
and additional tools are also needed to create commercially viable new businesses
around these applications. In Chapters 3–5, of this book, we present techniques for
analysing and reasoning on the content, based on frameworks similar to the ones
described in Chapter 2.

Central to the realisation of automated and intelligent applications, reasoning
enables formalisation of the media interpretation process. Chapter 3 presents new
formal knowledge representation and reasoning techniques that can be used for the
retrieval and interpretation of multimedia data. It is based on description logics
(DLs) as the formal basis for ontology languages of the OWL family and on abduc-
tive reasoning for the interpretation framework described in the chapter. As a con-
crete example, the interpretation of images describing a sports event is considered.

Automated multimedia analysis tools will be described in Chapters 4 and 5,
focusing on image and audio content, respectively. These tools are important ena-
blers in making a wider range of information more accessible to intelligent search
engines, real-time personalisation tools, and user-friendly content delivery systems.
Such automated multimedia analysis tools, which add the semantic information to
the content, are critical in realising the value of commercial assets e.g. sports, music
and film-clip services, where manual annotation of multimedia content would not be
economically viable, and are also applicable to users’ personal content (e.g. acquired
from video camera or mobile phone), where users generally do not have time to
annotate all their content, or where the available user interface does not readily
support highly intensive textual input. In order to achieve automated multimedia
analysis, domain ontologies – which, in general, provide the concepts for seman-
tic annotation – need to be extended with knowledge that would facilitate the
interpretation of multimedia objects representing them. To explain this, we use an
example. When analysing a news document, if the term “football” is found, then
there is a higher probability that the terms “match”, “game” and “player” exist in
such a context. This type of knowledge, which refers to the co-relation and the
co-occurrence of semantic entities within multimedia documents, has to do with the
analysis context and can drive analysis tools to identify semantic objects with higher
confidence.

More specifically, Chapter 4 presents an ontology-based framework for enhanc-
ing segment level annotations resulting from typical image analysis, through the
exploitation of visual context and topological information. The formalisation of
contextual information enables a first refinement of the input image analysis anno-
tations, and the application of constraint reasoning brings further improvement,
by ensuring the consistency of annotations, through the elimination of annotations
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violating the domain-topology semantics. Chapter 5 provides an extensive insight
into audio content analysis techniques and their state of the art, and presents several
recent systems as illustrations.

1.4 Applications of Semantic Multimedia

Applications of semantic multimedia, integrating ontologies, analysis and reasoning
tools will be discussed in Part III of this book. As discussed above in Section 1.1,
these applications are the motivators and drivers of the theory and tools which are
presented in Part II of this book. Use of semantic frameworks and semantic mul-
timedia tools bring efficiency savings to users, such as in automated annotation
of content, but annotation is just one step in creation of a wide range of valuable
applications including personalisation, knowledge-assisted authoring and intelligent
retrieval.

Many users are overwhelmed by the choice of multimedia content which is avail-
able to them, and so would benefit from personalisation, where a system matches
available content to the user’s stated and learned preferences, thereby enabling con-
tent offerings to be closely targeted to the user’s wishes. Given appropriate annota-
tion of the content, sophisticated reasoning techniques can be used to create person-
alised summaries of content, which will be described in Chapter 6.

Chapter 7 presents research into application-specific multimedia ontology devel-
opment applied to multidimensional applications. In particular, exciting work on
semantic description of shapes will be discussed in the light of relevant applications
in content authoring and retrieval. Chapter 8 continues the presentation of appli-
cations of semantic multimedia with emphasis on scientific applications and data
modelling. Via illustration using case studies, the important assistance that semantic
tools can provide in data-intensive applications will be shown.

1.5 Alternative Approaches to Multimedia Ontologies

Although ontologies play a significant role towards multimedia semantic analysis,
there are alternative approaches which are being successfully applied, as shown
in Part IV of this book. Chapter 9, dealing with multimedia content retrieval,
describes multimedia clustering, search and retrieval research, which models the
multimedia retrieval problem along the lines of text information retrieval techniques
and also addresses the “curse of dimensionality” issue by presenting dimension-
ality reduction techniques. Chapter 10 examines the use of automatic semantic
concept classifiers such as those related to people (face, anchor, etc.), acoustic
(speech, music, significant pause), objects (image blobs, buildings, graphics), loca-
tion (outdoors/indoors, cityscape, landscape, studio setting), genre (weather, finan-
cial, sports) and others. It provides first steps towards answering questions such as:
What kinds of concepts are most useful? How many are needed? How accurate do
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they need to be? How can we use them to assist video retrieval? Answers to these
questions can serve as guidelines for future work.

1.6 Conclusions

In the final Part of this book, we review the earlier chapters and comment on
non-technical aspects of the multimedia semantic domain, including the user per-
spective, interoperability and standardisation. The work presented in Chapters 2–10
shows that recent research in semantic multimedia technologies can create beneficial
opportunities for new multimedia applications development, since these add value
to multimedia assets, which are important new commodities in today’s information
society. However, exploitation of opportunities by businesses and the ensuing ben-
efits to users of these technologies require a holistic approach to the entire content
value chain, via a systems-driven perspective. In Chapter 11, we discuss the benefits
to both users and industry, as well as analyse some of the risks likely to impact
commercial success, which include issues such as privacy and user satisfaction.
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Chapter 2
Multimedia Content Description Using Semantic
Web Languages

Roberto Garcı́a, Chrisa Tsinaraki, Òscar Celma, and Stavros Christodoulakis

2.1 Introduction

During the last decades, digital media have revolutionised media reproduction. The
availability of cheap consumer electronic devices that allow the consumption and
management of digital multimedia content (e.g. MP3 players, digital cameras, DV
camcorders, smart phones) has caused a media availability explosion. The amount
of digital media that has been generated and stored, and which continues to be at an
exponential rate, has already become unmanageable without fine-grained comput-
erised support.

This, in combination with the media distribution break-up carried out by the
World Wide Web and the emergence of advanced network infrastructures that allow
for the fast, efficient, and reliable transmission of multimedia content, has formed an
open multimedia consumption environment. Digital multimedia content services are
provided in this environment, which offer high content quality, advanced interaction
capabilities, media personalisation and adaptation according to the user preferences,
and access conditions. Such an open environment will be successful only if it is
based on standards that allow the services provided by different vendors to interop-
erate. The specification of different multimedia content description standards poses
interoperability requirements and necessitates guidelines for semantic interoperabil-
ity. These issues are discussed in detail in Tzouvaras and Pan (2007).

The dominant standard in multimedia content description is MPEG-7 (ISO
MPEG Group), which provides rich general purpose multimedia content descrip-
tion capabilities, including both low-level features and high-level semantic descrip-
tion constructs. However, the lack of formal semantics in MPEG-7 makes the gap
between low- and high-level descriptions difficult to cope with for the existing tools.
Consequently, low-level features are common, as they can be easily extracted from
the content, but there is a lack of high-level descriptions.
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Low-level approaches, based on signal analysis, are proving to be extremely lim-
iting in making multimedia database systems accessible and useful to the end-users.
These content-based descriptors lie far away from what the users recognise as media
description means (Celma, Gómez, Janer, Gouyon, Herrera and Garcı́a 2004). Con-
sequently, recent research has begun to focus on bridging the semantic and con-
ceptual gap that exists between the user and the computer – from content-based to
high-level descriptions. One approach to overcome this gap is the use of knowledge-
based techniques based on web ontologies. As formal and web-wide shared concep-
tualisations, ontologies facilitate automated integration and meaningful retrieval of
multimedia – both content and metadata – from different sources.

Searching in digital libraries has been widely studied for several years, mostly
focusing on retrieving textual information using text-based methods. These queries
can be complemented and improved with advanced retrieval methods using content-
based descriptors extracted from the audiovisual information by applying signal
processing, even though some knowledge management and representation of the
content is necessary. Moreover, from the service and content providers’ point of
view, multimedia metadata represents an added value to audiovisual assets, but then
again manual annotation is a labour-intensive and error-prone task. Thus, managing
audiovisual essence implies structuring its associated metadata using description
schemes, taxonomies, and ontologies in order to organise a meaningful data knowl-
edge representation.

In addition to the syntactic interoperation, which is achieved through the stan-
dards, semantic interoperation, which is achieved through the integration of domain
knowledge expressed in the form of domain ontologies, is also needed for pro-
viding efficient retrieval and filtering services. The domain knowledge is sub-
sequently utilised for supporting semantic personalisation, retrieval, and filtering
and has been shown to enhance the retrieval precision (Tsinaraki, Polydoros and
Christodoulakis 2007).

This chapter describes the representation of multimedia content descriptions that
are structured according to the MPEG-7 metadata description model and expressed
using the Semantic Web languages. The rest of the chapter is structured as follows:
Section 2.2 provides an overview of MPEG-7. The general purpose approaches for
multimedia content description that are supported by the MPEG-7 standard are pre-
sented as well as the limitations of the current MPEG-7 version (mainly a lack
of explicit semantics). Section 2.3 presents the existing web ontology languages,
while Section 2.4 outlines the efforts made to move the MPEG-7 standard into
the Semantic Web. In our case, this is accomplished by interpreting and expressing
the informal MPEG-7 semantics using Semantic Web languages. An approach for
mapping XML schema (Fallside 2001) constructs to OWL constructs (McGuinness
and van Harmelen 2004) is presented in Section 2.5, while Section 2.6 presents
two use cases that show the benefits of this approach, including semantic integra-
tion and retrieval in the music domain. An integrated ontological infrastructure for
the semantic description of multimedia content is presented in Section 2.7. This
infrastructure allows for combining the general purpose MPEG-7 constructs with
domain and application-specific knowledge through the systematic representation
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of this knowledge in the form of web ontology language (OWL) domain and appli-
cation ontologies integrated with the MPEG-7 semantics. The chapter conclusions
are presented in Section 2.8.

2.2 Multimedia Content Description Using MPEG-7

MPEG-7, formally named multimedia content description interface, is an ISO/IEC
standard developed by the Moving Picture Experts Group (MPEG), the committee
that also developed the audiovisual standards: MPEG-1, MPEG-2, MPEG-4, and
MPEG-21. MPEG-7 aims to create a standard for the description of the multime-
dia content. The main goal of the MPEG-7 standard is to provide structural and
semantic description mechanisms for multimedia content (Salembier, Manjunath
and Sikora 2002; Martı́nez 2004).

The MPEG-7 standard allows content description for audiovisual content, defin-
ing normative elements such as descriptors, DescriptionSchemes, and a description
definition language (DDL). The DDL is the basic building blocks for the MPEG-7
metadata language. Descriptors are designed for describing different types of infor-
mation; low-level audiovisual features, high-level semantic objects, content man-
agement, and information about storage media. Description schemes are used to
group several descriptors (and description schemes) into structured semantic units
using the DDL. Ideally, most descriptors corresponding to low-level features would
be extracted automatically, whereas human intervention would be required for pro-
ducing high-level descriptors.

The standard is divided into four main components: the DDL, the audio part,
the visual part, and the information about how these elements are combined in a
multimedia scenario – a set of multimedia description schemes that includes all the
descriptors for capturing the semantic aspects of multimedia contents, e.g. places,
actors, objects, events. Thus, the creation of MPEG-7 documents allows a user to
query and retrieve (parts of) multimedia and audiovisual information.

In the rest of this section, we discuss media object information description in
Section 2.2.1, text-based media description in Section 2.2.2, low-level feature-
based media description in Section 2.2.3, semantic-based media description in
Section 2.2.4, and MPEG-7 description retrieval in Section 2.2.5.

2.2.1 Media Object Information Description

Of special interest is part 5 of the MPEG-7 standard, named MultimediaDescrip-
tionSchemes (MPEG-7 MDS, ISO/IEC 2003). This part includes a set of description
tools dealing with generic features and multimedia descriptors. Figure 2.1 depicts
all the components of the MDS. The basic elements component includes basic data
types, such as media localisation, time format, and free text annotations. It includes,
also, the classification schemes (CS) descriptors. CS descriptors define schemes for
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Fig. 2.1 Main elements of the MPEG-7 multimedia description schemes

classifying a subject area with a set of terms, organised into a taxonomy. Similar to
the WordNet linguistic ontology, basic relationships among the taxonomy terms are
available (e.g. narrow and broader terms, and synonyms).

Among the main components of the MDS are the ContentManagement and
description schemes. The content management descriptors allow description of the
life cycle of multimedia content, from its creation to its usage. They include media
information to describe storage format, media quality, media location, etc. More-
over, the content management schemes allow gathering editorial data about the
creation and production process of the content. The content description schemes
describe the structural aspects (spatial, temporal, and media source structure of the
multimedia content) and the semantic aspects.

In detail, the media object information consists of the following:

� The media information, which is captured in one of the MediaInformation, Medi-
aInformationRef, and MediaLocator elements. The media information consists
of the media identification, which allows the unique identification of the media
object and its locator, and the media profile, which provides media-related infor-
mation (including media format, quality).

� The creation information, which is captured in one of the CreationInforma-
tion and CreationInformationRef elements. The creation information consists of
information about the media object creation (including title, creators, abstract),
classification (including genre, subject, language) as well as information about
related material.

� The structural information, which is captured in the StructuralUnit element and
describes the role of the current multimedia object (segment) within the informa-
tion context. Thus, the StructuralUnit may take values such as “scene”, “shot”,
and “story”.

� The usage information, which is captured in one of the UsageInformation and
UsageInformationRef elements. The usage information consists of information
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about the rights associated with the multimedia object, its financial results, its
availability, and its usage record.

� Information regarding the importance of the multimedia content from specific
points of view. This information is captured in the PointOfView element.

� The relationships of the multimedia content with other media or metadata items
as well as the relationships of the semantic entities describing the multimedia
content. This information is captured in the Relation element, which associates
the media object descriptions with instances of the RelationType that represent
relationships. A relationship may be directed or undirected and features a rela-
tionship type, the target and the source of the relationship, and the strength of
the relationship. The standardised MPEG-7 relationship types are more than
100 and are classified into (a) basic relationship types (equals, inside, refines,
etc.), which are specified in the BaseRelation CS; (b) graph node relationship
types (identity, equivalent, etc.), which are specified in the GraphRelation CS;
(c) spatial relationship types (over, below, north, etc.), which are specified in
the SpatialRelation CS; (d) temporal relationship types (precedes, overlaps, con-
tains, etc.), which are specified in the TemporalRelation CS; and (e) seman-
tic relationship types (shows, agent, causer, etc.), which are specified in the
SemanticRelation CS.

� The matching hints that allow expression of the criteria for matching the multi-
media content with low-level audio and visual descriptors. This information is
captured in the MatchingHint element.

As an example, consider the MPEG-7 image description of Fig. 2.2, where Chrisa
is shown to write an article. The image description consists of the MediaLocator
element, where the image location (http://www.music.tuc.gr/img01.jpg) is specified,

<Mpeg7 xmlns="urn:mpeg:mpeg7:schema:2001" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="urn:mpeg:mpeg7:schema:2001 
C:\dbxml\mpeg7.xsd"> 
 <Description xsi:type="ContentEntityType"> 
  <MultimediaContent xsi:type="ImageType"> 
   <Image id="img1"> 
    <MediaLocator> 
     <MediaUri>http://www.music.tuc.gr/img01.jpg</MediaUri> 
    </MediaLocator> 
    <CreationInformation> 
     <Creation> 
      <Title>Image showing Chrisa writing an article</Title> 
     </Creation> 
    </CreationInformation> 
   </Image> 
  </MultimediaContent> 
 </Description> 
</Mpeg7> 

Fig. 2.2 MPEG-7 image description example
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and the CreationInformation element, where the image title (image showing Chrisa
writing an article) is specified in its Title element.

2.2.2 Text-Based Media Description

In this section, we describe the text-based multimedia content description capabili-
ties that are provided by the MPEG-7 MDS (ISO/IEC 2003). The textual annotations
are represented by the TextAnnotation element of the MPEG-7 segment descriptions.
An MPEG-7 textual annotation consists of the following elements, each of which
may occur an arbitrary number of times:

� The FreeTextAnnotation element, which represents free text annotations;
� The StructuredAnnotation element, which represents structured textual annota-

tions in terms of who (people and animals), what object, what action, where
(places), when (time), why (purpose), and how;

� The KeywordAnnotation element, which represents keyword annotations;
� The DependencyStructure element, which represents textual annotations with a

syntactic parse based on dependency structures.

The confidence in the correctness of a textual annotation and its relevance to
the multimedia object being described are represented, in the [0, 1] range, by the
confidence and relevance attributes of the textual annotation.

As an example, consider the textual part of the MPEG-7 image description of
Fig. 2.2, which is shown in Fig. 2.3. The textual annotation consists of a free text
annotation (captured in the FreeTextAnnotation element) and a structured annotation
(captured in the StructuredAnnotation element).

2.2.3 Low-Level Feature-Based Media Description

MPEG-7 (ISO MPEG Group) allows associating, in the MPEG-7 multimedia
object descriptions, low-level visual and audio features with the media objects
being described. According to the MPEG-7 MDS (ISO/IEC 2003), the MPEG-7

... 
<TextAnnotation confidence="0.9" relevance="1"> 
 <FreeTextAnnotation>Chrisa writes an article</FreeTextAnnotation> 
 <StructuredAnnotation> 
  <Who><Name>Chrisa</Name></Who> 
  <WhatObject><Name>Article</Name></WhatObject> 
  <WhatAction><Name>Writes</Name> </WhatAction> 
 </StructuredAnnotation> 
</TextAnnotation> 

... 

Fig. 2.3 Textual part of the MPEG-7 image description of Fig. 2.2
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descriptions that describe (segments of ) multimedia objects having a visual compo-
nent (e.g. images, videos, audiovisual segments) may represent the visual features
of the described (segments of ) multimedia objects through the VisualDescriptor and
the VisualDescriptionScheme elements using, respectively, visual descriptors and
visual description schemes. The MPEG-7 descriptions that describe (segments of )
multimedia objects having an audio component (e.g. audio segments, audiovisual
segments) may represent the audio features of the described (segments of ) multime-
dia objects through the AudioDescriptor and the AudioDescriptionScheme elements
using, respectively, audio descriptors and audio description schemes (ISO/IEC
2001b). In the rest of this section, we will present the low-level feature-based
multimedia content description capabilities that are provided by MPEG-7, focusing
on the visual features.

A set of basic low-level descriptors are defined in the MPEG-7 visual, including
the basic color descriptors, the basic texture descriptors, the basic shape descrip-
tors, and the basic motion descriptors.

MPEG-7 also provides supplementary textual structures for colour spaces, colour
quantisation, and multiple 2D views of 3D objects. It also allows for using static
(image) descriptors on video content and for the spatial as well as the temporal
localisation of media object descriptors.

2.2.4 Semantic-Based Media Description

In this section, we describe the semantic-based multimedia content description capa-
bilities provided by the MPEG-7 MDS (ISO/IEC 2003). The semantic multime-
dia content descriptions are represented by the Semantic element of the MPEG-7
segments, where a set of semantic entities describing the segment content may
be defined or referenced. It has been shown in Tsinaraki, Polydoros, Kazasis and
Christodoulakis (2005) that the MPEG-7 semantic description capabilities allow,
in addition to the representation of semantic multimedia content descriptions, the
representation of domain ontologies using pure MPEG-7 constructs (details of this
methodology are provided in Section 2.7).

The semantic entities participating in MPEG-7 descriptions are instances of the
subtypes of the abstract type SemanticBaseType, which represent semantic entities
of specific types in a narrative world. The AbstractionLevel element of the Seman-
ticBaseType specifies whether a semantic entity is abstract or concrete. Abstraction-
Level has one attribute, Dimension, of non-negative integer type. When Abstrac-
tionLevel is not present in a semantic description, the description refers to specific
audiovisual material. When AbstractionLevel.Dimension=0, it is a description of
a reusable semantic entity (e.g. the person Chrisa) that is referenced from every
segment where the entity appears. When AbstractionLevel has a non-zero Dimen-
sion, it specifies classes for the description of abstract semantic entities (e.g. the
Article semantic entity, with AbstractionLevel.Dimension=1, represents the class of
the articles). The subtypes of SemanticBaseType that represent different types of
semantic entities are the following:
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� The SemanticType, which is a concrete type used for the description of collec-
tions of semantic entities;

� The AgentObjectType, which is a concrete type used for the description of the
actors that appear in a segment. The actors are specified in the Agent element
of AgentObjectType. Actors in general are represented using the subtypes of the
abstract type AgentType. PersonType, OrganizationType, and PersonGroupType
are the subtypes of AgentType and are used for the representation of persons (e.g.
a student), organisations (e.g. a university), and groups of persons;

� The ObjectType, which is a concrete type used for the description of objects and
object abstractions in the material world (e.g. a desk);

� The EventType, which is a concrete type used for the description of events that
take place in a semantic world (e.g. writing);

� The ConceptType, which is a concrete type used for the description of concepts
present in an audiovisual segment (e.g. cooperation);

� The SemanticStateType, which is a concrete type used for the description of
a state of the world described in an audiovisual segment and the parametric
description of its features (e.g. the average of a student’s grades before and after
an examination period);

� The SemanticPlaceType, which is a concrete type used for the description of a
place in a semantic world (e.g. Crete);

� The SemanticTimeType, which is a concrete type used for the description of
semantic time (e.g. New Year’s Eve).

As an example, consider the semantic part of the MPEG-7 image description of
Fig. 2.2, which is shown in Fig. 2.4.

Notice that the ChrisaArticle object is the result of the Writes event. The agent
of the event is the person represented by the Chrisa semantic entity.

Semantic entity (abstract or concrete) definitions may occur in the context of
either segment descriptions or independent semantic descriptions. The semantic
entity definitions occurring in independent semantic descriptions may then be refer-
enced from the segment descriptions they appear in. This is very useful both for the
ontology classes and for the reusable semantic entities.

2.2.5 Retrieving Information from MPEG-7 Descriptions

The eXtensible Markup Language (XML) has been adopted as the format to rep-
resent MPEG-7 descriptors. Also the MPEG-7 DDL is an extension of the W3C
XML schema. XML schema provides the means for defining the structure of XML
documents, that is, simple and complex data types, type derivation and inheritance,
element occurrence constraints, and, finally, namespace-awareness for element and
attribute declarations. The MPEG-7 DDL extends the XML schema and covers the
ability to define array and matrix data types, and provides specific temporal descrip-
tions (by means of the basicTimePoint and basicDuration types).
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... 
<Semantic> 
 <Label><Name>Chrisa writes an article</Name></Label> 
 <SemanticBase xsi:type="ObjectType" id="ChrisaArticle"> 
  <AbstractionLevel dimension="0"/> 
  <Label><Name>Chrisa's Article</Name></Label> 
 </SemanticBase> 
 <SemanticBase xsi:type="AgentObjectType" id="Chrisa"> 
  <AbstractionLevel dimension="0"/> 
  <Label><Name>Chrisa</Name></Label> 
  <Agent xsi:type="PersonType"> 
   <Name> 
    <GivenName>Chrisa</GivenName> 
    <FamilyName>Tsinaraki</FamilyName> 
   </Name> 
  </Agent> 
 </SemanticBase> 
 <SemanticBase xsi:type="EventType" id="Writes"> 
  <AbstractionLevel dimension="0"/> 
  <Label><Name>Writes</Name></Label> 
  <Relation source="#Writes" target="#Chrisa" 
type="urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:agentOf"/> 
  <Relation source="#Chrisa" target="#Writes" 
type="urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:agent"/> 
  <Relation source="#ChrisaArticle" target="#Writes" 
type="urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:resultOf"/> 
  <Relation source="#Writes" target="#ChrisaArticle" 
type="urn:mpeg:mpeg7:cs:SemanticRelationCS:2001:result"/> 
 </SemanticBase> 
</Semantic> 

... 

Fig. 2.4 Semantic part of the MPEG-7 image description of Fig. 2.2

The MPEG-7 XML schemas define 1182 elements, 417 attributes, and 377 com-
plex types. The size of this standard makes it quite difficult to manage. Moreover,
the use of XML technologies implies that a great part of the semantics remains
implicit. Therefore, each time an MPEG-7 application is developed, semantics must
be extracted from the standard and re-implemented.

The next two examples depict how to retrieve information from MPEG-7 MDS
documents using the XQuery (Siméon, Chamberlin, Fernández, Boag, Florescu and
Robie 2007) language and an XML database. The first example in Listing 1 shows
an expression to retrieve MPEG-7 audiovisual segments containing any media infor-
mation. The output is presented as simple HTML code, containing a link to the
media file – with the title and type of file as the text link.

for $segment in//AudioVisualSegment
let $title:=$segment/CreationInformation/Creation/Title/text()
order by $title
return
for $media in $segment/MediaInformation/MediaProfile
let $file:=$media/MediaInstance/MediaLocator/MediaUri/text()
let $type:=$media/MediaFormat/Content/Name/text ()
return
<a href="{$file}">{ $title," [",$type,"]" }</a>

Listing 1 XQuery expression to retrieving a list of multimedia items (title and format type)
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for $creator in
/Mpeg7/Description/MultimediaContent/*/CreationInformation/
Creation/Creator
where
$creator/Role[@href="urn:opendrama:cs:SingerCS:%"]
and
$creator/Agent[@xsi:type="PersonType"]

order by $creator/Agent/Name/FamilyName
return
<agent>
{
let $completeName:= $creator/Agent/Name
let $name:= $completeName/GivenName/text()
let $surname:= $completeName/FamilyName/text()
return
<singer> { $name," ",$surname }</singer>

}
{
let $completeName:= $creator/Character
let $name:= $completeName/GivenName/text()
let $surname:= $completeName/FamilyName/text()
return
<character> { $name, " ",$surname }</character>

}
</agent>

Listing 2 XQuery example to retrieving the singers and the characters they play

The second example (Listing 2) shows an XQuery expression to retrieve all
MPEG-7 person agents, whose role is Singer, and the characters they play. This
query uses a taxonomy that defines different types of singers’ roles (soprano, con-
tralto, tenor, and bass).

The previous examples only illustrate one kind of difficulty derived from the use
of just syntax-aware tools. In order to retrieve any kind of MPEG-7 SegmentType
descriptions from an XML database, one must be aware of the hierarchy of segment
types and implement an XQuery that covers any kind of multimedia segment (i.e.
Audio-VisualType, VideoSegmentType, AudioSegmentType). On the other hand, once
the hierarchy of segments is explicitly defined in an ontology (e.g. in OWL form),
semantic queries benefit from the, now, explicit semantics. Therefore, a semantic
query for SegmentType will retrieve all the subclasses without requiring additional
efforts. This is necessary because although XML schemas capture some semantics
of the domain they model, XML tools are based on syntax. The captured semantics
remain implicit from the XML processing tools point of view. Therefore, when an
XQuery searches for a SegmentType, the XQuery processor has no way to know that
there are many other kinds of segment types that can appear in its place, i.e. they are
more concrete kinds of segments. At this stage, a possible solution to avoid this is
to use wildcards’ syntax (see the second and fifth lines of Listing 2). However, this
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corresponds to a unconstrained generalisation, i.e. any element satisfies it and it is
not possible to constrain it to just a kind of element, e.g. all the AudioVisualType
subtypes.

Therefore, MPEG-7 constitutes a valuable starting point for more specific devel-
opments as it can be seen as an “upper-ontology” for multimedia. However, the
lack of explicit semantics makes MPEG-7 very difficult for third-party entities to
extend in an independent way. This lack of facilities for easy extension has been
one of the main motivations to build solutions that make MPEG-7 semantics formal
and thus easily machine-processable. Some solutions to this problem are detailed in
Section 2.4.

2.3 Web Ontology Languages

The World Wide Web has changed the way people communicate with each other.
Most of today’s Web content is suitable for human consumption. Keyword-based
engines have helped users to find the information they are seeking on the net. Yet,
search engines present some limitations: the results are single web pages, results are
highly sensitive to the vocabulary (semantically similar queries should return similar
results), and usually there is a high recall and low precision of the result set (i.e. there
is too much noise on the web page results) (Antoniou and van Harmelen 2004).

The main problem of the current Web, at this stage, is that the meaning of the
content is not accessible by machines. Information retrieval and text processing
tools are widely used, but there are still difficulties when interpreting sentences,
or extracting useful information for users. The development of the Semantic Web,
with machine-readable content, has the potential to revolutionise the current World
Wide Web and its use.

2.3.1 Overview of the Semantic Web

The definition and vision that had Tim Berners-Lee (1999) is that the Semantic Web
is an extension of the current Web in which information is given well-defined mean-
ing, better enabling computers and people to work in cooperation. The Semantic
Web is a vision: the idea of having data on the Web defined and linked in a way
that it can be used by machines not just for display purposes but for automation,
integration, and reuse of data across various applications (Berners-Lee, Hendler,
and Lassila 2001; Shadbolt, Berners-Lee and Hall 2006).

The previous ideas and principles to enhance the Web are being put into practice
under the guidance of the World Wide Web Consortium (W3C). The next statement
presents their view:

The semantic web is an extension of the current web in which information is given well-
defined meaning, better enabling computers and people to work in cooperation. The mix of
content on the web has been shifting from exclusively human-oriented content to more and
more data content. The semantic web brings to the web the idea of having data defined and
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linked in a way that it can be used for more effective discovery, automation, integration, and
reuse across various applications. For the web to reach its full potential, it must evolve into
a semantic web, providing a universally accessible platform that allows data to be shared
and processed by automated tools as well as by people.

— W3C Semantic Web Activity Statement

The Semantic Web technologies have been arranged into a layered architecture.
The key technologies include explicit metadata, ontologies, logic and inferencing,
and intelligent agents. Each layer, from the bottom to the top, has an increasing level
of complexity, yet it offers more expressivity.

The two base layers (unicode and URI, and the XML family) are inherited
from the current Web. Section 2.2 already has presented some technologies relat-
ing to XML. The upper layers compose the Semantic Web, over the existing
basic technologies. The next sections overview these layers, that is, the Resource
Description Framework (RDF), the RDF Schema (RDFS), and the Web Ontology
Language (OWL).

2.3.2 Resource Description Framework

The RDF (Brickley and Guha 2004) vocabulary is similar to other knowledge repre-
sentation formalisms such as conceptual graphs (CG) or semantic nets. CG express
meaning in a form that is logically precise, humanly readable, and computationally
tractable. CG serve as an intermediate language for translating computer-oriented
formalisms to and from natural languages. With a clear graphic representation, they
serve as a readable – but formal – design and specification language. The next figure,
Fig. 2.5, shows an example of a semantic net, which relates music bands, artists, and
basic data.

Graph representation is a powerful tool for human understanding. However, in
our context we need machine-processable representations.

The RDF vocabulary allows formally describing the previous example, and even
serialising it using the XML language. RDF is, then, a data model for objects
(resources) and the relations (properties) between them, and it provides simple

Fig. 2.5 A semantic net
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semantics. A resource is an object, a thing we want to talk about. A resource has
a URI (Uniform Resource Identifier). Properties are a special kind of resource that
describe relations between resources (e.g. related with, age, plays). Properties are
identified by URIs.

Statements assert the properties of resources. From a natural language point of
view, a statement is composed of a Subject–Predicate–Object triple. From a more
computer science point of view, this is equivalent to an Object-Attribute-Value triple,
or in this context a Resource-Property-Value triple. A triple [x, P, y] is equal to a
logical formula P (x , y), where the binary predicate P relates the object x to the
object y. Values can be either resources or literals (e.g. strings).

A possible statement could be, “Oscar Celma is the owner of the web page
http://foafing-the-music.iua.upf.edu”. This triple is equal to the graph statement,
Fig. 2.6.

It is a directed graph, where the nodes correspond to the objects and the labelled
arc is a property. The same statement can be represented in XML syntax (also known
as RDF/XML):

<rdf:Description
rdf:about="http://foafing-the-music.iua.upf.edu">
<mydomain:owner>Oscar Celma</mydomain:owner>
</rdf:Description>

The rdf:Description makes a statement about the resource (a web page)
http://foafing-the-music.iua.upf.edu. The property (owner) is
used as a tag within the description, and the value is the content of the tag. Moreover,
we can describe the person “Oscar Celma” by the resource with URL

http://www.mydomain.org/people/#44521:

<rdf:Description
rdf:about="http://www.mydomain.org/people/#44521">
<mydomain:name>Oscar Celma</mydomain:name>
<mydomain:title>Associate Professor</mydomain:title>

</rdf:Description>

Fig. 2.6 Graph representation of a triple



30 R. Garcı́a et al.

In this case, the rdf:Description corresponds to two statements about the
resource http://www.mydomain.org/people/#44521 (the name, and the
title of that person). Now, we can define a course that is taughtby that resource:

<rdf:Description
rdf:about="http://www.tecn.upf.es/˜ ocelma/edi2">
<uni:courseName>Introduction to Databases</uni:courseName>
<uni:creditsNumber>6</uni:creditsNumber>
<uni:isTaughtBy rdf:resource="http://www.mydomain.org/people

/#44521" />
</rdf:Description>

The resulting graph of the three previous examples is depicted in Fig. 2.7.
By now, we have defined a set of statements, but there are still no restrictions

about them. For instance, we should state that the property isTaughtBy is only
applied to courses (the subject) and professors (the object), or that an associate
professor is a particular type of professor, with some restrictions (maximum number
of hours, needs to hold a PhD, etc.). The RDF Schema vocabulary is intended to
describe this information.

2.3.3 RDF Schema

RDF Schema (RDFS) (Manola and Milles 2004) is a vocabulary for describing
properties and classes of RDF resources, and provides hierarchies of such properties
and classes. The RDFS vocabulary allows definition of the semantics of the RDF
statements.

As is common in other disciplines, to describe a particular domain one can use
classes and properties. RDFS provides mechanisms to define a particular domain
using classes (and properties), hierarchies, and inheritance. Classes model the enti-
ties (and their restrictions) of the domain, whereas properties provide relationships

Fig. 2.7 Graph representation of the previous RDF statements
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among the classes. Properties have a domain and range (similarly to mathematical
functions), to impose restrictions on the values of the property. Yet there are some
important missing features of RDFS:

� There are no local scope properties: rdf:range defines the range of a property for
all classes. We cannot declare range restrictions that apply to some classes only;

� There is no disjointness of classes;
� Missing Boolean combinations of classes: union, intersection, and complement;
� No cardinality restrictions: restrictions on how many distinct values a property

may or must take (“a person has two parents”);
� No special characteristics of properties: transitive (greater than), unique (is

mother of), and inverse (eats and is eaten by).

These limitations are solved in the OWL language, presented in the next section.
To conclude this section, a simile can be established among the existing technologies
on the current Web, and the ones proposed by the Semantic Web community: while
the XHTML language makes the Web behave like a global book when viewed at
the worldwide level, RDF and RDF Schema make it behave like a global database.
Regarding the data structures, the basic RDF primitive is a directed graph, whereas
the XML representation is based on a tree. Thus, an RDF graph is on its own basi-
cally unrestricted and more powerful in terms of expressiveness.

2.3.4 Ontology Vocabulary

An ontology is an explicit and formal specification of a conceptualisation
(Gruber 1993). In general, an ontology describes formally a domain of discourse.
The requirements for ontology languages are a well-defined syntax, a formal
semantics, and a reasoning support that checks the consistency of the ontology,
checks for unintended relationships between classes, and automatically classifies
instances in classes.

The web ontology language (OWL) has a richer vocabulary description lan-
guage for describing properties and classes than RDFS. OWL has relations between
classes, cardinality, equality, characteristics of properties, and enumerated classes.
The OWL is built on RDF and RDFS and uses RDF/XML syntax. OWL documents
are, then, RDF documents.

The next example shows the definition of two classes:

<owl:Class rdf:ID="Singer">
<rdfs:subClassOf rdf:resource="#Artist" />
</owl:Class>
<owl:Class rdf:ID="Song" />

Object property elements relate objects to other objects. For instance, “a singer
sings songs”.
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<owl:ObjectProperty rdf:ID="sings">
<rdfs:domain rdf:resource="#Singer"/>
<rdfs:range rdf:resource="#Song"/>
</owl:ObjectProperty>

Data-type properties relate objects to data-type values. For example, the data
property that denotes the age of an Artist:

<owl:DataProperty rdf:ID="age">
<rdfs:domain rdf:resource="#Artist"/>
<rdfs:range rdf:resource="&xsd;nonNegativeInteger"/>

<owl:DataProperty>

Property restrictions on classes are based on the use of rdfs:subclassOf. To say
that class C satisfies certain conditions is equivalent to state that C is a subclass of
C’, where C’ collects all objects that satisfy the conditions. For instance, a restriction
on the kind of values the property can take:

<owl:Class rdf:about="#GuitarPlayer">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#plays"/>
<owl:allValuesFrom rdf:resource="#Guitar"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>

Or cardinality restrictions (a music band comprises, at least, two members):

<owl:Class rdf:about="#Band">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#hasMember"/>
<owl:minCardinality ="&xsd;nonNegativeInteger">
</owl:minCardinality>

</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>

OWL offers some special properties, such as: owl:TransitiveProperty (e.g.
“has better grade than”, “is taller than”, “is ancestor of”), owl:SymmetricProperty
(e.g. “has same grade as”, “is sibling of”), owl:FunctionalProperty (a property that
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has almost one value for each object, e.g. “age”), and owl:InverseFunctionalProperty
(a property for which two different objects cannot have the same value, e.g.
“socialSecurityNumber”). For example, a playedwith property is symmetric:

<owl:ObjectProperty rdf:ID="playedWith">
<rdf:type rdf:resource="&owl;SymmetricProperty"/>
<rdfs:domain rdf:resource="#Artist"/>
<rdfs:range rdf:resource="#Artist"/>
</owl:ObjectProperty>

There are three different OWL sublanguages. Each sublanguage offers a level
of expressivity. OWL Full is the most expressive of the three sublanguages. There
are no special constraints about how the OWL primitives can be used. Therefore,
the greatest level of expressivity of the language can be achieved. However, on
the other hand, the language becomes undecidable, so efficient reasoning is not
guaranteed.

OWL-DL is based on description logics. It has vocabulary partitioning, that is,
any resource is allowed to be only a class, a data-type, a data-type property, an
object property, an individual, a data value, or part of the built-in vocabulary. Also,
there is explicit typing in OWL-DL, so the vocabulary partitioning must be stated
explicitly.

Property separation implies that the following can never be specified for data type
properties: owl:inverseOf, owl:FunctionalProperty, owl:InverseFunctionalProperty,
and owl:SymmetricProperty. Additionally, there is a restriction for anonymous
classes: they are only allowed to occur as the domain and range of either
owl:equivalentClass or owl:disjointWith and as the range of rdfs:subClassOf.

These constraints on how OWL primitives are combined guarantee that to reason
on OWL-DL expressions is decidable and tractable, i.e. it will terminate in a finite
and a not too large amount of time. This is so because OWL-DL is in the family
of description logics. Description logics allow the specification of a terminologi-
cal hierarchy using a restricted set of first-order formulae. Restrictions ensure that
description logics have nice computational properties, but the inference services
are restricted to subsumption and classification. Subsumption means, given formu-
lae describing classes, the classifier associated with certain description logic will
place them inside a hierarchy. On the other hand, classification means that given an
instance description, the classifier will determine the most specific classes to which
the particular instance belongs.

Finally, OWL Lite has the same restrictions as OWL-DL plus it is not
allowed to use owl:oneOf, owl:disjointWith, owl:UnionOf, owl:complementOf, or
owl:hasValue. Regarding cardinality statements: only values 0 and 1 are possible.
These additional constraints reduce even more the expressivity of the language but,
on the other hand, make reasoning more efficient.
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2.4 MPEG-7 Ontologies

As shown in Section 2.2, MPEG-7 allows for the semantic annotation of multime-
dia content and the systematic representation of domain knowledge using MPEG-7
constructs. The domain knowledge is usually expressed today in the form of domain
ontologies, and several ontology description languages have been proposed, based
on the OWL language presented in Section 2.3. Thus, it is expected both that many
OWL domain ontologies will be developed and that many developers will be famil-
iar with OWL and will use it for ontology definition. It is therefore very important
for the multimedia community to have a methodology for the interoperability of
OWL with MPEG-7 and for the integration of domain knowledge expressed in
OWL within MPEG-7. This way, the MPEG-7 constructs will become Semantic
Web objects and the Semantic Web tools (such as reasoners) and methodologies
may be used with MPEG-7. This feature is useful for several applications, e.g.
knowledge acquisition from multimedia content. In this section, we present the
ontologies expressed in the Semantic Web languages that capture (fully or par-
tially) the MPEG-7 semantics. As a consequence, although MPEG-7 is a standard,
hence it enhances interoperability at least at the syntactic level, the several different
ontological MPEG-7 representations are not standard, and are not compatible or
interoperable with each other. Thus, a new interoperability issue appears, which is
discussed in detail in the Harmonization of Multimedia Ontologies activity of the
aceMedia project (2007) and Celma, Dasiopoulou, Hausenblas, Little, Tsinaraki
and Troncy (2007).

Chronologically, the first efforts towards a semantic formalisation of MPEG-7
were carried out, during the MPEG-7 standardisation process, by Jane Hunter
(1999). The proposal used RDF (Brickley and Guha 2004) and RDF Schema
(Manola and Milles 2004) to formalise a small part of MPEG-7 and later incorpo-
rated some DAML+OIL constructs (McGuinness, Fikes, Hendler and Stein 2002)
to further detail their semantics (Hunter 2001), where the DAML+OIL ontology
definition language was used to partially describe the MPEG-7 MDS and visual
metadata structures. The ontology has been recently translated into OWL. However,
it continues to show one of its major shortcomings, the limited coverage of the
MPEG-7 constructs.

Another proposal based on RDF/RDFS that captures the MPEG-7 visual has
been presented in Simou, Tzouvaras, Avrithis, Stamou and Kollias (2005). The
same shortcomings are observed due to the expressivity limitations of RDF/RDFS.
Consequently, this ontology also provides limited support for the representation of
MPEG-7 formal semantics.

An OWL full ontology that captures the whole MPEG-7 standard was presented
in Garcı́a and Celma (2005). This ontology has been automatically produced using
the mappings from XML schema constructs to the OWL constructs, which are
detailed in Section 2.5. This mapping is complemented with an XML to RDF one
that makes it possible to map existing MPEG-7 data to RDF data based on the
previous ontology.
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The disadvantage of modelling the whole standard is that this ontology is OWL
full, which means that computational completeness and decidability of reasoning
are not guaranteed. However, this limitation is unavoidable due to the structure of
the MPEG-7 standard XML schemas. The only way to avoid it, if all the semantics
implicit in the schemas are formalised, is to restrict the ontology to just a part of the
standard.

This is the approach of the OWL-DL ontology presented in Tsinaraki, Polydoros
and Christodoulakis (2004b), which captures the full MPEG-7 MDS (including the
classification schemes) and just the parts of the MPEG-7 visual and audio that are
necessary for the complete representation of the MPEG-7 MDS. The ontology was
manually developed, according to a methodology that allows the transformation of
the XML schema constructs of MPEG-7 in OWL-DL.

The methodology consists of the following steps:

� The MPEG-7 simple data-types are imported from the XML schema syntax, as
OWL does not directly support simple type definition.

� The MPEG-7 complex types are represented as OWL classes, which have the
complex type names as identifiers. The attributes and the simple type elements
(of type string, integer etc.) of the complex types are represented as OWL data
type properties that have the OWL classes that represent the complex types as
domain and the simple types as range. The complex type elements are repre-
sented as OWL object properties that have the OWL classes that represent the
complex type as domain and the OWL classes that represent the element types
as range (if the latter do not already exist, it is defined from scratch).

� For the representation of the subtype/supertype relationships that hold for a
complex type, the following actions are performed: (a) If the complex type
is a subtype of another complex type, the subclass relationship is represented
using the OWL/RDF subclassing construct; and (b) If the complex type is a
subtype of a simple type, a data-type property is defined that has as identifier
“type nameContent”, where type name is the type of the supertype (e.g. string,
integer). The data type property has the supertype as range and the OWL class
that represents the complex type as domain.

� The XML schema restrictions are transformed to the analogous OWL constructs.
Thus, a fixed attribute value is transformed to an OWL “hasValue” restric-
tion, and the minOccurs/maxOccurs attributes are transformed to either simple
cardinality restrictions (i.e. cardinality, minCardinality, and maxCardinality) or
groups of cardinality restrictions, grouped using the OWL unionOf (in case of
choices) and intersectionOf (in case of sequence) constructs.

� The MPEG-7 classification schemes are represented as individuals of the Clas-
sificationSchemeType class, which represents the homonym MPEG-7 type that
specifies the structure of the classification schemes.

The main advantage of the above methodology is that, thanks to the manual effort,
an OWL-DL ontology has been produced, which accurately captures the semantics
of the MPEG-7 constructs (including both the named and the unnamed – nested –
ones).
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2.5 Mapping Approach

The approach used to map XML schema constructs in the MPEG-7 standard to
OWL constructs is based on a generic XML schema to OWL mapping combined
with an XML to RDF translation. It has already shown its usefulness with other quite
big XML schemas in the Digital Rights Management domain, such as MPEG-21
and ODRL (Garcı́a, Gil and Delgado 2007), and also in the E-Business domain
(Garcı́a and Gil 2007).

The main contribution of this approach is that it exploits the great amount of
metadata that has been already produced by the XML community. There are many
attempts to move metadata from the XML domain to the Semantic Web. Some
of them just model the XML tree using RDF primitives (Klein 2002). Others
concentrate on modelling the knowledge implicit in XML language definitions,
i.e. DTDs or the XML schemas, using Web ontology languages (Amann, Beer,
Fundulak and Scholl 2002; Cruz, Xiao and Hsu 2004; Halevy, Ives, Mork and
Tatarinov 2003). Finally, there are attempts to encode XML semantics integrat-
ing RDF into XML documents (Lakshmanan and Sadri 2003; Patel-Schneider and
Simeon 2002).

None of the previous approaches facilitate an extensive transfer of XML meta-
data to the Semantic Web in a general and transparent way. Their main prob-
lem is that the implicit interpretation of XML schema in terms of RDF(S) and
OWL semantics is not formalised when XML metadata instantiating this schema
is mapped. Therefore, they do not benefit from XML semantics and produce RDF
metadata almost as semantics-blind as the original XML. Or, on the other hand,
they capture these semantics but they use additional ad hoc semantic constructs that
produce less transparent metadata. Therefore, we have chosen the XML semantic
reuse methodology (Garcı́a 2006) implemented by the ReDeFer project. It combines
an XML achema to Web ontology mapping, called XSD2OWL, with a transparent
mapping from XML to RDF, XML2RDF. The ontologies generated by XSD2OWL
are used during the XML to RDF step in order to generate semantic metadata that
makes XML schema semantics explicit. Both steps are detailed next. To conclude,
in order to improve the transfer from MPEG-7 XML metadata to the Semantic
Web, there is also a simple MPEG-7 classification scheme to OWL mapping called
CS2OWL. It maps MPEG-7 classification hierarchies, e.g. TV-anytime hierarchy of
contents or formats, to an OWL hierarchy of classes.

2.5.1 XSD2OWL Mapping

The XML schema to OWL mapping is responsible for capturing the schema infor-
mal semantics. These semantics are derived from the combination of XML schema
constructs. The mapping is based on translating these constructs to the OWL ones
that best capture their meaning. These mappings are detailed in Table 2.1.

The XSD2OWL mapping is quite transparent and captures the semantics implicit
in XML schema following the interpretations in Table 2.1. The same names used for
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Table 2.1 XSD2OWL translations for the XML schema constructs and their interpretations in
terms of the corresponding OWL constructs

XML schema OWL Shared semantics

element|attribute rdf:Property
owl:DatatypeProperty
owl:ObjectProperty

Named relation between nodes
or nodes and values

element@substitutionGroup rdfs:subPropertyOf Relation can appear in place of
a more general one

element@type rdfs:range The relation range kind
complexType|group
|attributeGroup

owl:Class Relations and contextual
restrictions package

complexType//element owl:Restriction Contextualised restriction of a
relation

extension@base|restriction@base rdfs:subClassOf Package concretises the base
package

@maxOccurs
@minOccurs
None specified

owl:maxCardinality
owl:minCardinality
owl:cardinality(1)

Restrict the number of
occurrences of a relation.
1 implicit if not specified

Sequence Choice owl:intersectionOf
owl:unionOf

Combination of relations in a
context

XML constructs are used for the OWL ones, although in the new namespace defined
for the ontology, XSD and OWL constructs names are identical. This usually pro-
duces uppercase-named OWL properties because the corresponding element name
is uppercase, although this is not the usual convention in OWL.

Therefore, XSD2OWL produces OWL ontologies that make explicit the seman-
tics of the corresponding XML schemas. The only caveats are the implicit order
conveyed by xsd:sequence and the exclusivity of xsd:choice. For the first problem,
owl:intersectionOf does not retain its operands’ order; there is no clear solution
that retains the great level of transparency that has been achieved. The use of RDF
lists might impose order but introduces ad hoc constructs not present in the original
metadata. Moreover, as has been demonstrated in practise, the element ordering
does not contribute much from a semantic point of view. For the second prob-
lem, owl:unionOf is an inclusive union, and the solution is to use the disjointness
OWL construct, owl:disjointWith, between all union operands in order to make it
exclusive.

The XSD2OWL mapping has been applied to the MPEG-7 XML schemas pro-
ducing the complete MPEG-7 ontology. This ontology has 2372 classes and 975
properties. The only adjustment that has been done to the automatically generated
ontology is to resolve a name collision between an OWL class and an RDF property.
This is due to the fact that XML has independent name domains for complex types
and elements while OWL has a unique name domain for all constructs. Moreover,
the resulting OWL ontology is OWL full because the XSD2OWL translator has been
forced to employ rdf:Property for those xsd:elements that have both data type and
object type ranges. Table 2.2 shows an example of an XML schema ComplexType
mapping to the corresponding OWL class.



38 R. Garcı́a et al.

Table 2.2 XML schema to OWL mapping example (namespaces omitted for readability)

XML schema OWL (abstract syntax)

<complexType name="AudioType">
<complexContent>
<extension base=
"MultimediaContentType">

<sequence>
<element name="Audio" type=
"AudioSegmentType"/>

</sequence>
</extension>

</complexContent>
</complexType>

Class (AudioType complete
MultimediaContentType
restriction(Audio
allValuesFrom(AudioSegmentType)
cardinality(1)))

2.5.2 XML2RDF Mapping

Once all the XML schemas for the metadata under consideration are available as
mapped OWL ontologies, it is time to map the XML metadata that instantiates them.
The intention is to produce RDF metadata as transparently as possible. Therefore,
a structure-mapping approach has been selected (Klein 2002). It is also possible to
take a model-mapping approach (Tous, Garcı́a, Rodrı́guez and Delgado 2005). XML
model mapping is based on representing the XML information set using semantic
tools. This approach is better when XML metadata is semantically exploited for
concrete purposes. However, when the objective is semantic metadata that can be
easily integrated, it is better to take a more transparent approach. Transparency is
achieved in structure-mapping models because they only try to represent the XML
metadata structure, i.e. a tree, using RDF. The RDF model is based on the graph so
it is easy to model a tree using it.

Moreover, we do not need to worry about the loose semantics produced by struc-
ture mapping. We have formalised the underlying semantics into the corresponding
ontologies and we will attach them to RDF metadata using the instantiation relation
rdf:type.

The structure mapping is based on translating XML metadata instances to
RDF ones that instantiate the corresponding constructs in OWL. The more basic
translation is between relation instances, from xsd:elements and xsd:attributes to
rdf:Properties. Concretely, owl:ObjectProperties for node to node relations and
owl:DatatypeProperties for node to values relations. However, in some cases, it
would be necessary to use rdf: Properties for xsd:elements that have both data type
and object type values. Values are kept during the translation as simple types and
RDF blank nodes are introduced in the RDF model in order to serve as source and
destination for properties.

The resulting RDF graph model contains all that we can obtain from the
XML tree. It is already semantically enriched, thanks to the rdf:type relation that
connects each RDF property to the owl:ObjectProperty or owl:DatatypeProperty
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it instantiates. It can be enriched further if the blank nodes are related to the
owl:Class that defines the package of properties and associated restrictions they
contain, i.e. the corresponding xsd:complexType. This semantic decoration of the
graph is formalised using rdf:type relations from blank nodes to the corresponding
OWL classes.

At this point, we have obtained a semantics-enabled representation of the input
metadata. The instantiation relations can now be used to apply OWL semantics to
metadata. Therefore, the semantics derived from further enrichments of the ontolo-
gies, e.g. integration links between different ontologies or semantic rules, are auto-
matically propagated to instance metadata, thanks to inference. We will show now
how this mapping fits in the architecture for semantic multimedia metadata integra-
tion and retrieval.

However, before continuing to the next section, it is important to point out that
these mappings have been validated in different ways. First, we have used OWL
validators in order to check the resulting ontologies, not just the MPEG-7 ontology
but also many others (Garcı́a and Gil 2007; Garcı́a, Gil and Delgado 2007). Second,
our MPEG-7 ontology has been compared with handmade ontologies such as Jane
Hunters’ one (2001) and Tsinaraki et al.’s (2004b). This comparison has shown that
our mapping captures all the semantics captured by these ontologies and even adds
additional details not captured by them in order to get a full formalisation of the
semantics in all the MPEG-7 XML schemas.

Finally, the two mappings have been tested in conjunction. Testing XML
instances have been mapped to RDF, guided by the corresponding OWL ontologies
from the used XML schemas, and then back to XML. Then, the original and derived
XML instances have been compared using their canonical version in order to correct
mapping problems.

2.6 Use Cases

Based on the previous XML to Semantic Web mapping, a system architecture
that facilitates multimedia metadata integration and retrieval has been built. The
architecture is sketched in Fig. 2.8. The MPEG-7 OWL ontology, generated by
XSD2OWL, constitutes the basic ontological framework for semantic multimedia
metadata integration and appears at the centre of the architecture. Other ontologies
and XML schemas might be easily incorporated using the XSD2OWL module.

Semantic metadata can be directly fed into the system together with XML
metadata, which is translated to semantic metadata using the XML2RDF module.
XML MPEG-7 metadata has a great importance because it is commonly used for
(automatically extracted) low-level metadata that constitutes the basic input of the
system.

This framework has the persistence support of an RDF store, where metadata
and ontologies reside. Once all metadata has been put together, the semantic
integration can take place, as detailed in Section 2.6.1. Finally, from this



40 R. Garcı́a et al.

Signal
ProcessingAudio

Video

MPEG-7
XML

Content-based 
metadata

XML2RDF

Another
Ontology

RDF

RDF
Context-based 

metadata

MPEG-7
Ontology

XML

Integration

Retrieval

Higher-level
metadata

DL
Classifier

SWRL
Engine

XSD2OWL

XMLSchemas: MPEG-7...

RDFS / OWL: MusicBrainz...
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integrated space, higher-level metadata can be inferred and retrieved, as shown
in Section 2.6.2.

2.6.1 Semantic Integration of Music Metadata

The problem of integrating heterogeneous data sources has grown in importance
within the last years. One of the main reasons is the increasing availability of web-
based data sources. Even within a single organisation, data from disparate sources
must be integrated. Our approach to solve this problem is based on web ontolo-
gies. As we focus on the integration of multimedia assets, our base ontology is the
MPEG-7 OWL ontology.

When multimedia metadata based on different schemes has to be integrated, the
XML schemas are first mapped to OWL. Once this first step has been done, these
schemas are easily integrated into the ontological framework using OWL seman-
tic relations for equivalence and inclusion: subClassOf, subPropertyOf, equivalent-
Class, equivalentProperty, sameIndividualAs, etc. These relationships capture the
semantics of the data integration. Then, once metadata is incorporated into the
system and semantically enhanced, the integration is automatically performed by
applying inference.

Our study on metadata integration is based on three different schemas:
MusicBrainz schema, Foafing the Music ontology, and a music vocabulary to
describe performances. MusicBrainz is a community music metadatabase that
attempts to create a comprehensive music information site. MusicBrainz schema is
written in RDF and describes all the tracks, albums, and artists available in their
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Table 2.3 MusicBrainz to MPEG-7 OWL ontology mappings

musicbrainz:Artist ⊆ mpeg7:CreatorType
Musicbrainz:Album ⊆ mpeg7:CollectionType
Musicbrainz:Track ⊆ mpeg7:AudioSegmentType

dc:author ⊆ mpeg7:Creator
Dc:title ⊆ mpeg7:Title

musicbrainz:sortName ⊆ mpeg7:Name
musicbrainz:duration ≡ mpeg7:MediaDuration

music repository. Their mappings to the MPEG-7 OWL ontology are shown in
Table 2.3.

The foafing the music ontology describes (low-level) content-based descriptors
extracted automatically from the audio itself. The mappings of this schema to the
MPEG-7 OWL ontology are summarised in Table 2.4. An artist is defined as a sub-
class of the MPEG-7 creator type, a track is defined as a subclass of the MPEG-7
AudioSegment and the audio descriptor class describes the content-based properties
of a track. This descriptor is linked with the MPEG-7 AudioDS type. Thus, all
foafing the music descriptors’ subclasses inherit the properties from the MPEG-7
audio descriptor scheme. To characterise the descriptors related with the tonality
of a song, the Foafing the Music ontology defines some properties, such as mode
and key. Finally, the ontology defines rhythm descriptors to describe the rhythm
component of a track, e.g. metre and tempo.

The last of the three schemas, a music vocabulary to describe performances, is
linked as well with the MPEG-7 OWL (see Table 2.5). This schema models – for
example, in the classical music world – a concert with the conductor, performers, the
whole programme, time schedule, etc. The most general class related with a music
piece is the Musical Unit, from which all types of performances are derived (e.g. an
opera performance, a symphony, a movement of the symphony).

Decomposition of a musical unit is achieved by defining its sections, and we link
it with the MPEG-7 AudioSegment. Finally, there is an Artist class, the superclass
for all the agents of the performances, e.g. director, musician, singer. Therefore, we
link the Artist class with MPEG-7 OWL, and, automatically (transitivity property
of rdfs:subClassOf) all the subclasses are linked with the MPEG-7 OWL ontology.

Table 2.4 Foafing the music ontology to MPEG-7 OWL ontology mappings

foafingthemusic:Artist ⊆ mpeg7:CreatorType
foafingthemusic:name ≡ mpeg7:GivenName
foafingthemusic:Track ⊆ mpeg7:AudioSegmentType
foafingthemusic:title ≡ mpeg7:Title

foafingthemusic:duration ≡ mpeg7:MediaDuration
foafingthemusic:Descriptor ≡ mpeg7:AudioDSType

foafingthemusic:mode ≡ mpeg7:Scale
foafingthemusic:key ≡ mpeg7:Key

foafingthemusic:tempo ≡ mpeg7:Beat
foafingthemusic:meter ≡ mpeg7:Meter
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Table 2.5 Music vocabulary ontology to MPEG-7 OWL ontology mappings

music:Music Unit ⊆ mpeg7:AudioSegmentType
music:sections ≡ mpeg7:AudioSegment
music:Artist ⊆ mpeg7:CreatorType

music:key ≡ mpeg7:Key
music:meter ≡ mpeg7:Meter

Once these mappings are done, all the multimedia assets are integrated into the
ontological framework; that is the MPEG-7 OWL linked with all the schemas. Now,
querying the system for audio segments will retrieve information from all the dif-
ferent sources, transparently to the user.

2.6.2 Semantic Retrieval of Music Metadata

Retrieving multimedia assets in the proposed architecture can be easily achieved
by using semantic query languages such as the SPARQL query language
(Prud’hommeaux and Seaborne 2007). SPARQL can benefit from the semantics
made explicit by the XSD2OWL and XML2RDF mappings. It can, as well, exploit
the results of semantic rules for metadata integration in order to retrieve all the
related multimedia information for a given query. In our case, SPARQL queries
use the MPEG-7 OWL ontology “vocabulary” in order to integrate all data sources.
Using the mappings explained in the previous section, a SPARQL query can acquire
information from MusicBrainz, Foafing the Music, the classical music ontology, etc.

A typical scenario that shows the usefulness of the architecture proposed could be
the following: an Internet crawler is looking for audio data (we may assume that it is
searching for MP3 files) and it downloads all the files. Getting editorial and related
information for these audio files can be achieved by reading the information stored
in the ID3 tag. Unfortunately, sometimes there is no basic editorial information such
as the title of the track, or the performer.

However, content-based low-level descriptors can be computed for these files,
including its MusicBrainz fingerprint, a string that uniquely identifies each audio
file based on its content. The example in Table 2.6 shows an RDF/N3 description
for a track with the calculated tempo and fingerprint.

On the other hand, the MusicBrainz database has the editorial metadata – as well
as the fingerprint already calculated – for more than 3 million tracks. For example,
the RDF description of the song “Blowin’ in the wind” composed by Bob Dylan in
Table 2.7.

Table 2.6 Content-based metadata, tempo, and fingerprint

<http://example.org/track#1> a foafingthemusic:Track;
foafingthemusic:tempo "122";
musicbrainz:trmid "e3c41bc1-4fdc-4ccd-a471-243a0596518f".
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Table 2.7 Editorial metadata, title, and author, plus fingerprint

<http://example.org/track#2> a musicbrainz:Track;
dc:title "Blowin’ in the wind";
dc:author [musicbrainz:sortName "Bob Dylan"];
musicbrainz:trmid "e3c41bc1-4fdc-4ccd-a471-243a0596518f".

A closer look at both examples should highlight that the two resources are sharing
the same MusicBrainz’s fingerprint. Therefore, it is clear that, using a simple rule
(1), one can assert that both audio files are actually the same file, that is to say the
same instance in terms of OWL, owl:sameIndividualAs.

mpeg7:AudioType(track1) ∧ mpeg7:AudioType(track2) ∧
musicbrainz:trmid(track1, trm1) ∧
musicbrainz:trmid(track2, trm2) ∧ (trm1 = trm2) (1)
⇒ owl:sameIndividualAs (track1, track2)

From now on, we have merged the metadata from both sources and we have
deduced that the metadata related with both tracks is in fact referring to the same
track. This data integration (at the instance level) is very powerful as it can com-
bine and merge context-based data (editorial, cultural, etc.) with content-based data
(extracted from the audio itself).

Finally, issuing a SPARQL query that searches for all the songs composed by
Bob Dylan that have a fast tempo retrieves a list of songs, including “Blowin’ in
the wind”. Moreover, there is no need for metadata provenance awareness at the
end-user level. As the example in Table 2.8 shows, all query terms are referred only
to the MPEG-7 ontology namespace.

Table 2.8 SPARQL query for integrated metadata retrieval

PREFIX mpeg7:<http://rhizomik.net/ontologies/2005/03/Mpeg7-2001.
owl#>
SELECT ?title
WHERE {

?track a mpeg7:AudioSegmentType;
mpeg7:Title ?title;
mpeg7:Beat ?tempo;
mpeg7:Creator ?author.

?author mpeg7:Name "Bob Dylan".
FILTER (?tempo >= 60) }

ORDER BY ASC(?title)
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2.7 An Integrated Ontological Infrastructure for the Semantic
Description of Multimedia Content

In this section, we present the DS-MIRF ontological infrastructure, an integrated
ontological infrastructure for the semantic description of multimedia content that
allows for the systematic integration of domain knowledge within the MPEG-7
semantics. This infrastructure was developed in the context of the DS-MIRF frame-
work (Tsinaraki et al. 2007), which facilitates the development of knowledge-based
multimedia content services based on the MPEG-7/21 standards. The DS-MIRF
ontological infrastructure can support different usage scenarios, which fall into two
main categories:

� The usage scenarios where the DS-MIRF ontological infrastructure is used in
order to guide MPEG-7-based semantic multimedia content annotation and/or
semantic multimedia service provision on top of an OWL/RDF repository. In this
case, the OWL/RDF semantic multimedia annotations are produced (manually,
automatically, or semi-automatically), possibly after being enriched through the
application of rule-based reasoning, and stored in the repository.

� The usage scenarios where the DS-MIRF ontological infrastructure is used in
order to guide MPEG-7-based semantic multimedia content annotation and/or
semantic multimedia service provision on top of a pure MPEG-7 repository.
In this case, the OWL/RDF semantic multimedia annotations that are pro-
duced, possibly after being enriched through reasoning, are transformed into
pure MPEG-7 descriptions and are then stored in the repository. This category of
usage scenarios is extremely useful both for groups using pure MPEG-7 and for
groups sharing pure MPEG-7 descriptions with their partners. Full support for
this category of usage scenarios is provided by the DS-MIRF framework.

The ontological infrastructure of the DS-MIRF framework (depicted in Fig. 2.9)
includes an OWL-DL upper ontology, OWL-DL application ontologies, and OWL-
DL domain ontologies.

The OWL-DL upper ontology fully captures the semantics of the MPEG-7
MDS and the MPEG-21 DIA architecture (ISO/IEC 2004) and the parts of the
MPEG-7 visual and audio that are necessary for the complete representation of the
MPEG-7 MDS. This ontology includes the MPEG-7 OWL-DL ontology described
in Section 2.4, extended with the MPEG-21 DIA architecture semantics in order
to better support multimedia content personalisation and adaptation.

The OWL application ontologies either enhance, using OWL-DL syntax, the
semantics of MPEG-7/21 so that the users find it easier to use MPEG-7/21 or allow
using advanced multimedia content services that cannot be directly supported by
MPEG-7/21. The application ontologies provide general purpose constructs that
either are not available in MPEG-7/21 (for example, semantic user preferences) or
are implied in the text of MPEG-7/21 but lacking in their syntax (for example, typed
relationships).
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Fig. 2.9 The ontological infrastructure of the DS-MIRF framework

The domain ontologies systematically extend the upper ontology and the applica-
tion ontologies with domain knowledge (for example, sports ontologies that extend
the abstract semantic description capabilities of the MPEG-7 MDS).

In the rest of this section, we present the application ontologies that have been
already integrated in the DS-MIRF ontological infrastructure (in Section 2.7.1),
the methodology followed for domain knowledge representation in the form of
OWL domain ontologies and their integration with the MPEG-7 semantics (in
Section 2.7.2), and the DS-MIRF framework and the support it provides for pure
MPEG-7 applications (in Section 2.7.3).

2.7.1 Application Ontologies

We outline in this section the application ontologies that have already been inte-
grated in the DS-MIRF framework. These include (a) a typed relationship appli-
cation ontology, which extends the MPEG-7 MDS in order to allow the full and
systematic representation of typed relationships that are literally described in the
MPEG-7 MDS text but their features are not fully captured in the MPEG-7 MDS
syntax and (b) a semantic user preference application ontology that supports the
semantic-based description of the desired multimedia content, which is not allowed
in the MPEG-7 user preferences. The application ontologies are described in the
following paragraphs.

2.7.1.1 Typed Relationship Application Ontology

The typed relationship application ontology assists the semantic multimedia content
description. It extends the MPEG-7 MDS in order to allow the full and system-
atic representation of typed relationships that are literally described in the MPEG-7
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MDS text but their features are not fully represented in the MPEG-7 MDS syntax.
The typed relationship ontology is an application ontology that can greatly facilitate
application development by the users in the large majority of cases. The users are
not forced to use this ontology, but if they do so, the definition of relationships in
MPEG-7 metadata descriptions becomes much easier.

The semantics of the typed relationships are partially covered in the MPEG-7
MDS syntax in the GraphRelation, SpatialRelation, SemanticRelation, BaseRe-
lation, and TemporalRelation classification schemes. The representation of the
relationship types in the form of classification scheme terms does not allow for
expressing formally whether a relationship is directed and, if so, which is its inverse
relationship; this information is available only in the textual description of the
relationship type.

The typed relationship ontology, depicted in Fig. 2.10, extends the upper ontol-
ogy with an OWL class hierarchy rooted in the TypedRelationType (which is a
subclass of the RelationType class of the upper ontology that represents relation-
ships). The direct subclasses of TypedRelationType are homonyms of the classifi-
cation schemes where the relationship types are defined. Each of the subclasses of
TypedRelationType has a number of subclasses, which correspond to the relationship
types defined in the homonym classification scheme, together with the information
literally described about them in the MPEG-7 MDS text. This information includes
the type of the relationship, if it is directed or not and, in the latter case, its inverse
relationship. The annotator that uses the typed relationship application ontology
does not have to be aware of the textual description of the MPEG-7 MDS, since all
the information is captured in the ontology.

The OWL classes of the typed relationship ontology formally capture all the
information about the typed relationships that exist in the MPEG-7 MDS text. In
fact, they express formally the semantics that exist in the textual descriptions of the
different relationship types (for example, that the before relationship is directed and
that the after relationship is its inverse).

TypedRelationType

GraphRelationType

BaseRelationType

SemanticRelationTypeSpatialRelationType

TemporalRelationType

IdentityRelationType SimilarRelationType KeyRelationTypeAgentRelationType

RelationType
Upper Ontology

Typed Relationship Ontology

Fig. 2.10 The typed relationship ontology
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2.7.1.2 Semantic User Preference Application Ontology

The semantic user preference application ontology allows the semantic-based
description of the desired multimedia content in the user preferences. Such an
extension of MPEG-7/21 is needed because the MPEG-7/21 user preference
descriptions allow keyword-only descriptions of the semantics of the preferred
content. As an example, consider a user who wishes to receive all the images
that contain a teacher who gives a book to a student, as soon as such images are
available. The current MPEG-7 search and filtering preference descriptions allow
the users to describe the desired images using the keywords teacher, student, gives,
and book. These user preference descriptions will provide, together with the images
that contain a teacher who gives a book to a student, images that contain a student
who gives a book to a teacher.

The application ontology is based on the semantic user preference model pro-
posed in Tsinaraki and Christodoulakis (2007), which is also compatible with the
MP7QL and allows for the explicit specification of the Boolean operators to be used
in the different phases of multimedia content search and filtering. The semantic user
preferences structured according to this model allow the accurate expression of the
user preferences of a user who wishes to receive all the images that contain a teacher
who gives a book to a student.

2.7.2 Domain Knowledge Representation and Integration
with MPEG-7

The multimedia content description approaches, which have been implemented in
MPEG-7 and have been described in Section 2.2, are general purpose and can
be applied in any domain. In particular, the general purpose semantic description
capabilities of MPEG-7 distinguish only events, agents (people, person groups, and
organisations), places, states, times, objects, and concepts. On the other hand, the
systematic integration of domain knowledge in the multimedia content descrip-
tions has been shown to enhance the retrieval effectiveness of the multimedia
content retrieval and filtering services built on top of them. We outline in this
section a methodology for domain knowledge representation in OWL and its inte-
gration with MPEG-7 semantics (Tsinaraki et al. 2007; Tsinaraki, Polydoros and
Christodoulakis 2004a). This methodology has been developed in the DS-MIRF
framework for the definition and integration of domain ontologies in the DS-MIRF
ontological infrastructure. Thanks to this methodology, OWL/RDF multimedia con-
tent descriptions can be defined that are structured according to MPEG-7 semantics
and are also enhanced with domain knowledge.

According to this methodology, the domain-specific entities are represented
as domain ontology classes. These classes are (direct or indirect) subclasses of
the OWL classes that represent the subtypes of SemanticBaseType (EventType,
ObjectType, AgentObjectType, SemanticPlaceType, SemanticTimeType, Semantic-
StateType, and ConceptType) in the upper OWL-DL ontology defined in Tsinaraki
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Fig. 2.11 RDF graph showing the Article class, which represents articles

et al. (2004b). This way, the knowledge captured in the domain ontologies is inte-
grated with the MPEG-7 semantic model. As an example, the Article class (shown
in Fig. 2.11), which represents the articles, should be defined as a subclass of the
ObjectType class.

Features that are not present in the upper ontology class are represented as addi-
tional object or data type properties in its domain-specific subclass. For example,
the number of pages of an article should be represented as a data type property of
non-negative integer type in the domain of the Article class.

Additional constraints may be applied on the properties inherited from the ances-
tor classes, in order to guide the indexers to produce valid metadata (for example,
the author of an article should have a name).

In addition, properties may be defined that permit the attachment of relation-
ships to the allowed domain-specific entities only (for example, only persons are
allowed to be related with articles as authors). These properties are subproperties of
the Relation property of the SemanticBaseType class, which links semantic entities
with relationships. The properties have as domain the union of the classes to which
belong individuals that are capable of being sources of a typed relationship and the
typed relationship class as range. The inverse property of the one defined previously
is defined in the domain of the classes the individuals of which are capable of being
targets of the typed relationship.

The methodology described above can be also used in order to integrate exist-
ing OWL domain ontologies in the MPEG-7 semantics. It has been tested in the
DS-MIRF framework through the definition of domain ontologies for soccer and
Formula 1 and their integration with the DS-MIRF ontological infrastructure.

2.7.3 The DS-MIRF Framework

The architecture of the DS-MIRF framework and the information flow between its
components are depicted in Fig. 2.12.

The multimedia content annotator is a special type of user in the DS-MIRF
framework that is responsible for the semantic annotation of multimedia documents.
He uses a multimedia annotation interface that makes use of the ontological infras-
tructure of the DS-MIRF framework in order to support ontology-based seman-
tic annotation of the multimedia content. The DS-MIRF framework ontologies are
expressed in OWL; thus the result of the annotation process is an OWL description
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Fig. 2.12 The DS-MIRF framework – architecture and information flow

of the multimedia content. The OWL descriptions are then transformed, using the
DS-MIRF transformation rules to standard MPEG-7/21 metadata descriptions. The
MPEG-7/21 metadata are stored in the DS-MIRF MPEG-7/21 metadata repository,
which is accessed by the end-users through application interfaces that are based
on the MPEG-7 query language (MP7QL) (Tsinaraki and Christodoulakis 2007), a
query language that has been developed in the context of the DS-MIRF framework
for querying MPEG-7 multimedia descriptions.

In the following paragraphs, we will focus on the MP7QL query language and
on the support for interoperation with applications using pure MPEG-7.

2.7.3.1 The MP7QL Query Language

The MP7QL query language has MPEG-7 as data model and allows for the querying
of every aspect of an MPEG-7 multimedia content description, including seman-
tics, low-level features, and media-related aspects. It also allows for the exploita-
tion of domain knowledge encoded using pure MPEG-7 constructs. In addition,
it allows the explicit specification of Boolean operators and/or preference values.
The MP7QL queries may utilise the users’ filtering and search preferences (FASP)
and usage history as context, thus allowing for personalised multimedia content
retrieval. The MP7QL has been expressed both in XML schema and in OWL-based
syntax, in order to be applicable to all usage scenarios and working environments.
The XML schema-based syntax of the MP7QL is used in the current implementation
of the DS-MIRF framework.

General purpose languages, such as XQuery in the pure MPEG-7 environment
and SPARQL in the Semantic Web environment, do not take into account the fol-
lowing peculiarities of the MPEG-7 description elements: (a) the MPEG-7 semantic
model is expressed in a rather complex way; (b) the domain knowledge integrated
in the semantic MPEG-7 descriptions is expressed in the document level; and (c) the
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low-level visual and audio features should be evaluated using specialised functions.
Thus, in order to fully exploit the semantics of the MPEG-7 descriptions, a query
language for querying MPEG-7 descriptions is needed, with clear, MPEG-7 specific
semantics (instead of the generic semantics of XQuery and SPARQL). These seman-
tics will also allow the optimisers to effectively perform consistency checking and
first-level optimisation. The MP7QL fulfils the requirement for MPEG-7 semantics,
as it has MPEG-7 as its data model.

2.7.3.2 Support for Interoperation with Applications Using Pure MPEG-7

Interoperation of the multimedia content descriptions with applications using pure
MPEG-7 is achieved through the DS-MIRF transformation rules that allow the
transformation of domain ontologies and semantic content descriptions to valid
MPEG-7 descriptions. In particular, they allow the transformation of (a) domain
ontologies defined according to the methodology described in Tsinaraki et al. (2005)
into abstract MPEG-7/21 semantic descriptions; (b) OWL individuals that belong to
the domain ontology classes into MPEG-7/21 semantic descriptions. The descrip-
tions which are produced are valid MPEG-7/21 (parts of) documents.

During the metadata transformation from OWL to MPEG-7/21, the individu-
als representing MPEG-7/21 constructs are transformed into XML elements. The
object properties are transformed into elements and the data-type properties are
transformed into the constructs they represent in the original MPEG-7/21 schemas
(attributes, elements, or simple values). In order to produce valid MPEG-7/21
descriptions, information regarding the MPEG-7/21 XML element order, the default
values and the original MPEG-7/21 representation of the data type properties are
needed. This information is kept in a mapping ontology and is utilised during both
ontology and metadata transformations, as shown in Fig. 2.13.

The classes of the OWL domain ontologies and the OWL individuals belong-
ing to them are both transformed into instances of the subtypes of SemanticBase-
Type. This way, the domain knowledge is represented in a way compatible with
the domain knowledge expressed according to the methodology presented in Tsi-
naraki et al. (2005). The AbstractionLevel element of the SemanticBaseType and
the MPEG-7 semantic relationships are used to capture the ontology semantics.

Fig. 2.13 OWL-MPEG-7
transformations in the
DS-MIRF framework
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An abstract semantic entity that represents a domain-specific class has a non-zero
AbstractionLevel.Dimension and is related with the semantic entities that represent
its subclasses through (a) a relationship of type generalizes, which has as source the
semantic entity that represents the class and as target the semantic entity that rep-
resents the subclass, and (b) a relationship of type specializes, which has as source
the semantic entity that represents the subclass and as target the semantic entity that
represents the class. In addition, an abstract semantic entity that represents a class is
related with each of the semantic entities representing the class individuals through
pairs of exemplifies/exemplifiedBy relationships.

The data-type properties of the classes of the domain ontologies are transformed
into Property elements and the object properties into pairs of property/propertyOf
relationships.

The transformations outlined above allow the representation of the OWL class
hierarchy and the preservation of the class properties. Several OWL axioms,
especially the restrictions and the set operations, cannot be expressed in the pure
MPEG-7 syntax. This feature does not allow the use of reasoning on top of the pure
MPEG-7 descriptions, but it allows the systematic use of the domain knowledge
that is expressed using MPEG-7 constructs. As a consequence, queries of the
form “Give me the multimedia objects that show a teacher who gives a book to a
student” can be expressed accurately, instead of searching in the textual parts of
the MPEG-7 description elements (including the semantic ones) for the keywords
teacher, student, gives, and book. The latter query is also ambiguous, as it will also
return the multimedia objects where a student gives a book to a teacher. In addition,
it may evaluate as teachers semantic entities that represent people who have worked
as teachers for a while and the keyword teacher exists in the textual annotation of
the semantic entities.

Another approach for domain knowledge representation is the definition of sub-
types of the MPEG-7 types that represent semantic entities in order to represent
domain-specific classes. The advantage of the utilisation of abstract semantic enti-
ties instead of subtypes of the semantic entity types for the representation of domain-
specific classes is that this way, full compatibility with MPEG-7 is maintained so
that all the tools and the applications that use pure MPEG-7 still work transparently
with the MPEG-7 descriptions which are produced.

The ontological infrastructure of the DS-MIRF framework and the mecha-
nisms that have been developed in the context of DS-MIRF for the support of
interoperability between OWL domain ontologies and MPEG-7/21 support the
semantic multimedia content description, which in turn allows the provision of
advanced (semantic) multimedia content services. In particular, advanced retrieval
services can be supported on top of the semantic multimedia annotations, which
allow more accurate multimedia content retrieval. Accurate retrieval results in the
better support of advanced services built on top of it, such as filtering and content-
based personalisation. Such services are offered in the DS-MIRF framework based
on the MP7QL language that supports personalised semantic retrieval and filtering
on top of MPEG-7 multimedia content descriptions.
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2.8 Conclusions

In this chapter, we have introduced the need for representing MPEG-7 constructs
using Semantic Web languages. First, we presented in Section 2.2 the MPEG-7 stan-
dard and described the well-accepted general purpose approaches for multimedia
content description that are supported by the MPEG-7 standard and their imple-
mentation in MPEG-7. Then, we have presented the Semantic Web languages in
Section 2.3. The research efforts towards the expression of MPEG-7 using Semantic
Web languages have been outlined in Section 2.4, followed by the mapping of the
MPEG-7 constructs to OWL constructs in Section 2.5. The application of two of the
MPEG-7 ontologies in real application environments have been presented next: (a) a
case study for the music domain has been presented in Section 2.6, which has intro-
duced the problems of annotating multimedia assets, integrating data from different
sources, and retrieving music-related descriptors, and (b) an integrated ontological
infrastructure for the semantic description of multimedia content which allows for
combining the general purpose MPEG-7 constructs with domain and application-
specific knowledge has been described in Section 2.7.

Both application scenarios show the benefits of the MPEG-7 formal semantics.
MPEG-7 is a big standard, difficult to deal with, but the availability of some formal
semantics facilitates the development of more advanced tools capable of dealing
with its complexity.
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Chapter 3
Ontology-Based Reasoning Techniques
for Multimedia Interpretation and Retrieval

Ralf Möller and Bernd Neumann

3.1 Introduction

In this chapter, we show how formal knowledge representation and reasoning tech-
niques can be used for the retrieval and interpretation of multimedia data. This sec-
tion explains what we mean by an “interpretation” using examples of audio and
video interpretation. Intuitively, interpretations are descriptions of media data at a
high abstraction level, exposing interrelations and coherencies. In Section 3.2.3,
we introduce description logics (DLs) as the formal basis for ontology languages
of the OWL (web ontology language) family and for the interpretation framework
described in subsequent sections. As a concrete example, we consider the interpre-
tation of images describing a sports event in Section 3.3. It is shown that inter-
pretations can be obtained by abductive reasoning, and a general interpretation
framework is presented. Stepwise construction of an interpretation can be viewed
as navigation in the compositional and taxonomical hierarchies spanned by a con-
ceptual knowledge base.

What do we mean by “interpretation” of media objects? Consider the image
shown in Fig. 3.1. One can think of the image as a set of primitive objects such as
persons, garbage containers, a garbage truck, a bicycle, traffic signs, trees, etc. An
interpretation of the image is a description which “makes sense” of these primitive
objects. In our example, the interpretation could include the assertions “two workers
empty garbage containers into a garbage truck” and “a mailman distributes mail”
expressed in some knowledge representation language.

When including the figure caption into the interpretation process, we have a
multimodal interpretation task which in this case involves visual and textual media
objects. The result could be a refinement of the assertions above in terms of the
location “in Hamburg”. Note that the interpretation describes activities extending in
time although it is only based on a snapshot. Interpretations may generally include
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Fig. 3.1 Street scene in Hamburg

hypotheses about things outside the temporal and spatial scope of the available
media data.

An interpretation is a “high-level” description of media data in the sense that it
involves terms which abstract from details at lower representation levels. This is
typical for meaningful descriptions in human language and hence also a desirable
goal for machine interpretation. Media interpretation is therefore often structured as
a process computing higher level representations from lower level ones. Figure 3.2
shows the level structure of two early interpretation systems, the speech recognition
system HEARSAY-II (Erman, Hayes-Roth, Lesser and Reddy 1980) and the image
interpretation system VISIONS (Hanson and Riseman 1978).

The basic structure exemplified by each of the two systems also applies to inter-
pretation systems in general: signal processing procedures first transform raw media

Fig. 3.2 Typical level
structure of media
interpretation systems
exemplified by HEARSAY II
and VISIONS. Signal
processing (below dotted
line) transforms the raw input
signals into primitive media
objects, various interpretation
processes lead up to higher
level interpretations
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data into primitive media objects by low-level processing steps. Then higher level
descriptions are determined based on the primitive media objects. The low-level
processing steps are often called “analysis” (e.g. image analysis, speech analysis),
the high-level steps constitute the interpretation process.

It is useful to view interpretation as a process which is both based on the general
conceptual knowledge and the concrete contextual knowledge which an agent may
possess. The term “contextual knowledge” covers specific prior knowledge relevant
for the interpretation which the agent may possess (e.g. spatial and temporal con-
text of a video clip) as well as the knowledge about the current task of the agent
(e.g. recognizing criminal acts vs. recognizing sports events). The knowledge-based
structure of an image sequence interpretation system is shown in Fig. 3.3.

The concepts represented in the conceptual knowledge base typically describe
configurations of lower level entities forming some interesting higher level entity,
for example a configuration of an athlete and a horizontal bar forming a “high jump”
event. We call such concepts “aggregates” as they combine several components
to a larger whole. Aggregates form a compositional hierarchy, in addition to the
taxonomical hierarchy induced by logic-based concept definitions. In a description
logic setting, an aggregate has the generic structure shown in Fig. 3.4 (Neumann
and Möller 2006). An aggregate is defined by (1) inheritance from parent concepts,
(2) roles relating the aggregate to parts, and (3) constraints relating parts to each
other. Instantiations of aggregates are at the core of media interpretations.

In summary, interpretations have the following characteristics: they

� involve several objects;
� depend on the temporal or spatial relations between parts;
� describe the data in qualitative terms, omitting detail;
� exploit contextual information;
� include inferred facts, not explicit in the data;
� are based on conceptual knowledge about the application domain.

The chapter is structured as follows. We first describe how ontology-based infor-
mation retrieval can be formalised using description-logic inference problems (Sec-
tion 3.2). Introducing the necessary technical background, we demonstrate for what

Fig. 3.3 Knowledge-based structure of a system for image sequence interpretation
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Aggregate Concept ≡ Parent Concept1 � . . . � Parent Conceptn �
∃≥m1hasPartRole. Part Concept1 �
. . .
∃≥mk

hasPartRole. Part Conceptk �
constraints between parts

Fig. 3.4 Generic structure of a definition for an aggregate concept (ontology design pattern)

purpose the output of media interpretation can be used, and, thereby, derive require-
ments for the media interpretation process. Then, in Section 3.3, the automatic
construction of media interpretations is investigated. Techniques for dealing with
uncertain and ambiguous interpretations are presented in Section 3.4. We conclude
in Section 3.5.

In summary it is the purpose of this chapter to show that interpretations can be
computed in a formal knowledge representation framework using various reasoning
processes. This has multiple potential benefits. First, the complex computational
process “media interpretation” is realised via standardised reasoning procedures,
i.e. by programs which have been conceptually shown to meet correctness and com-
pleteness conditions, and have been implemented as reusable tools for a wide range
of applications. Second, the terms by which interpretations are expressed are embed-
ded in a sharable ontology which provides a transparent declarative representation
with well-defined semantics. Furthermore, ontologies constitute resources not only
for media interpretation but also for other tasks dealing with semantic content, such
as information retrieval, communication, documentation, and various engineering
processes.

3.2 Ontology-Based Information Retrieval

A task addressed in this chapter is information retrieval from the semantic web.
Media data with semantic annotations will be an important part of the information
provided by the semantic web. It is well known that the semantic web representation
language OWL can be formally described using description logics and that reason-
ing services of description logics apply to the semantic web. One of those services
is media interpretation, which is the main topic in this chapter. In the context of the
semantic web, media interpretation may provide the bridge from low-level media
annotation to information retrieval in high-level terms. One could think, for exam-
ple, of an off-line service enriching low-level media annotations with high-level
interpretations. Alternatively, media interpretation could be part of a retrieval ser-
vice, providing interpretations on the fly. Information retrieval w.r.t. high-level inter-
pretations is different from so-called content-based retrieval (e.g. retrieval based on
similarity measures w.r.t. colour histograms, strings, or other low-level features). In
our view, high-level interpretations are attached to media objects as metadata, which
are specified using ontology languages.
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3.2.1 Ontology Languages Based on Description Logics

Ontology languages of the OWL family, which provide the skeleton for research
on information retrieval based on high-level media interpretations, are based on
description logics. In this section, we introduce the logical basis of several ontology
languages of the OWL family, define their semantics, and specify corresponding
reasoning services. In the following subsections, we start with so-called expres-
sive description logics (approximately corresponding to, but slightly more expres-
sive than OWL Lite), introduce additional constructs afterwards (corresponding to
OWL DL, OWL 1.1), and also specify other fragments of first-order logic, some
of which have also been standardised by activities of the World Wide Web Con-
sortium (W3C). For more details see Baader, Calvanese, McGuinness, Nardi, and
Patel-Schneider (2003).

3.2.1.1 Expressive Description Logics: Syntax and Semantics

The DL ALCQHIR+ (D)− which is also known as SHIQ is briefly introduced
as follows. We assume five disjoint sets: a set of concept names C , a set of role
names R, a set of feature names F , a set of individual names O and a set of names
for (concrete) objects OC . The mutually disjoint subsets P and T of R denote
non-transitive and transitive roles, respectively (R = P ∪ T ). ALCQHIR+ (D)− is
introduced in Fig. 3.5 using a standard Tarski-style semantics with an interpreta-
tion ID = (ΔI ,ΔD, ·I ) where ΔI ∩ ΔD = ∅ holds. A variable assignment α maps
concrete objects to values in ΔD.

In accordance with Baader and Hanschke (1991), we also define the notion of a
concrete domain. A concrete domain D is a pair (ΔD,ΦD), where ΔD is a set called
the domain, and ΦD is a set of predicate names. The interpretation function maps
each predicate name P from ΦD with arity n to a subset PI of Δn

D. Concrete objects
from OC are mapped to an element of ΔD. We assume that ⊥D is the negation of
the predicate �D. A concrete domain D is called admissible iff the set of predicate
names ΦD is closed under negation and ΦD contains a name �D for ΔD, and the sat-
isfiability problem Pn1

1 (x11, . . . , x1n1
) ∧ . . . ∧ Pnm

m (xm1, . . . , xmnm
) is decidable (m

is finite, Pni

i ∈ ΦD, ni is the arity of Pi, and xjk is a concrete object).
If R,S ∈ R are role names, then R 
 S is called a role inclusion axiom. A role

hierarchy R is a finite set of role inclusion axioms. Then, we define 
∗ as the reflex-
ive transitive closure of 
 over such a role hierarchy R. Given 
∗, the set of roles
R↓ = {S ∈ R | S 
∗ R} defines the sub-roles of a role R. R is called a super-role of S
if S ∈ R↓. We also define the set S := {R ∈ P | R↓ ∩ T = ∅} of simple roles that are
neither transitive nor have a transitive role as sub-role. Due to undecidability issues,
number restrictions are only allowed for simple roles (Horrocks, Sattler, Tessaris
and Tobies 2000). In concepts, inverse roles R−1 (or S−1) may be used instead of
role names R (or S). In case of inverse roles being mentioned in number restrictions,
the definition of “simple role” is more complex, but we neglect these details here.

If C and D are concepts, then C 
 D is a terminological axiom (generalised con-
cept inclusion or GCI). C ≡ D is used as an abbreviation for two GCIs C 
 D and
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(a)

Syntax Semantics
Concepts (R ∈ R, S ∈ S , and f, fi ∈ F )
A AI ⊆ ΔI (A is a concept name)
¬C ΔI \ CI

C � D CI ∩ DI

C � D CI ∪ DI

∃ R .C {a ∈ ΔI | ∃ b ∈ ΔI : (a, b) ∈ RI ∧ b ∈ CI }
∀ R .C {a ∈ ΔI | ∀ b ∈ ΔI : (a, b) ∈ RI ⇒ b ∈ CI }
∃≥n S .C {a ∈ ΔI | ‖{x | (a, x) ∈ SI , x ∈ CI }‖ ≥ n}
∃≤m S .C {a ∈ ΔI | ‖{x | (a, x) ∈ SI , x ∈ CI }‖ ≤ m}
∃ f1, . . . , fn .P {a ∈ ΔI | ∃ x1, . . . , xn ∈ ΔD : (a, x1) ∈ f1

I ∧ . . . ∧ (a, xn) ∈ fn
I∧

(x1, . . . , xn) ∈ PI}
∀ f1, . . . , fn .P {a ∈ ΔI | ∀ x1, . . . , xn ∈ ΔD : (a, x1) ∈ f1

I ∧ . . . ∧ (a, xn) ∈ fn
I ⇒

(x1, . . . , xn) ∈ PI}
Roles and Features
R RI ⊆ ΔI × ΔI
f fI : ΔI → ΔD (features are partial functions)
‖ · ‖ denotes the cardinality of a set, and n, m ∈ N with n > 1, m > 0.

(b)

Axioms
Syntax Satisfied if
R ∈ T RI = (RI )

+

R 
 S RI ⊆ SI

C 
 D CI ⊆ DI

(c)

Assertions (a, b ∈ O, x, xi ∈ OC )
Syntax Satisfied if

a :C aI ∈ CI
(a, b) :R (aI , bI ) ∈ RI

(a, x) : f (aI , α(x)) ∈ fI

(x1, . . . , xn) :P (α(x1), . . . , α(xn)) ∈ PI

a = b aI = bI

a �= b aI �= bI

Fig. 3.5 Syntax and semantics of ALCQHIR+ (D)−

D 
 C. A finite set of terminological axioms TR is called a terminology or TBox
w.r.t. to a given role hierarchy R. The reference to R is omitted in the following if
we use T . An ABox A is a finite set of assertional axioms as defined in Fig. 3.5c.

An interpretation I is a model of a concept C (or satisfies a concept C) iff CI �= ∅
and for all R ∈ R it holds that iff (x , y) ∈ RI then (y, x ) ∈ (R−1)I . An interpreta-
tion I is a model of a TBox T iff it satisfies all axioms in T (see Fig. 3.5b). An
interpretation I is a model of an ABox A w.r.t. a TBox T iff it is a model of T
and satisfies all assertions in A (see Fig. 3.5c). Different individuals are mapped to
different domain objects (unique name assumption).

Reasoning about objects from other domains (so-called concrete domains, e.g.
for real numbers) is very important for practical applications, in particular, in the
context of the semantic web. For instance, one might want to express intervals
for integer values (“the price range is between 200 and 300 Euro”), state the
relationship between the Fahrenheit and Celsius scales, or describe linear inequa-
lities (“the total price for the three goods must be below 60 Euro”). In Baader and
Hanschke (1991), the description logic ALC(D) is investigated and it is shown that,
provided a decision procedure for the concrete domain D exists, the logic ALC(D)
is decidable. Unfortunately, adding concrete domains to expressive description log-
ics such as ALCNHR+ Haarslev and Möller (2000) might lead to undecidable
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inference problems. In Haarslev, Möller, and Wessel (2001), it has been shown
that ALCNHR+ extended by a limited form of concrete domains leads to decid-
able inference problems. This is achieved by disallowing so-called feature chains
in ALCNHR+ (D)−. It is easy to see that the same pragmatic approach can also
be applied to very expressive DLs. By analogy to ALCNHR+ (D)−, the descrip-
tion logic ALCQHIR+ (D)− extends the logic ALCQHIR+ or SHIQ (Horrocks,
Sattler, Tessaris and Tobies 2000) with concrete domains.

An important property of the language SHIQ is that the subsumption hierarchy
of the TBox part T of a knowledge base (T , A) is stable w.r.t. additions to the ABox
part A (i.e. subsumption relations between concepts cannot be introduced by adding
assertions to the ABox). In the case of multiple knowledge bases (T , A1), . . . , (T ,
An), for query answering on any of the ABoxes Ai , one can reuse computations
done so far for the TBox T (e.g. indexing computations). This is due to the stabil-
ity of the subsumption relationships between concepts, since they depend only on
axioms in the TBox T . This important property is lost when introducing nominals,
which are described in the next subsection.

3.2.1.2 Very Expressive Description Logics

A nominal (the letter O in a language name indicates the presence of nominals) is
a singleton concept, syntactically represented as {o} and semantically interpreted
as {o}I = {oI}. Thus, nominals stand for concepts with exactly one individual in
contrast to concepts which stand for a set of individuals. This allows the use of indi-
viduals in concept definitions, for instance, as names for specific persons, countries,
etc., leading to the situation in which there is no longer a difference between TBoxes
and ABoxes. OWL DL is a language that supports nominals.

SROIQ (Horrocks, Kutz and Sattler 2006) is one of the most expressive DL
languages whose decidability has been proved. On top of SHIQ plus nominals,
SROIQ allows for more expressivity concerning roles, where besides a TBox and
an ABox, an RBox is introduced to include role statements, allowing for:

1. complex role inclusion axioms of the form R ◦ S 
 R and S ◦ R 
 R where R is
a role and S is a simple role.

2. disjoint roles
3. reflexive, irreflexive, and antisymmetric roles
4. negated role assertions
5. universal role
6. local expressivity to allow concepts of the form ∃R.Self.

SROIQ represents the logical basis of OWL 1.1 plus datatypes and datatypes
restrictions SROIQ(D+). In Horrocks et al. (2006), a tableau algorithm is pre-
sented, proving that SROIQ is decidable if some restrictions concerning the so-
called cyclicity of role axioms are obeyed.

As observed in previous sections, decidability is a characteristic that should be
preserved by ontology languages and which has caused expressivity restrictions.
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This is one of the reasons why rules are gaining interest as an option to overcome
expressivity limitations in DLs.

A relevant proposal to extend DL languages (more specifically, the syntactic
variant OWL DL) with rules is the rule language called SWRL (semantic web rule
language). SWRL uses OWL DL or OWL Lite as the underlying DL language to
specify a KB. The syntax of SWRL is also based on XML. For brevity, however, we
prefer a mathematical notation and define a rule as an axiom of the form

P1(X1, . . . , Xn1 ), . . . , Pk(Xn1 , . . . , Xnk ) ←
Q1(Y1,1, . . . , Y1,m1 ), . . . , Q j (Y j,1, . . . , Y j,m j )

such that Pik and Qi j are names and Xi mentioned in the head (left-hand side of the
← constructor) as well as Yi, j (in the body on the right-hand side) stand for variable
names (or variables for short). Variables in the head must also be mentioned in the
body. Predicate terms in a rule body are called (rule) atoms.

The semantics of SWRL rules is defined as follows. An interpretation satisfies a
rule of the above form if it satisfies the first-order predicate

∀X1, . . . , Xn1 , Y1,1, . . . , Y1,m1 , . . . , Y j,1, . . . , Y j,m j :

Q1(Y1,1, . . . , Y1,m1 ) ∧ . . . ∧ Q j (Y j,1, . . . , Y,m j ) →
P1(X1, . . . , Xn1 ) ∧ . . . ∧ Pk(Xn1, . . . , Xnk )

The extension of OWL DL with SWRL rules is known to be undecidable if pred-
icate names are mentioned in the ontology (TBox) (Motik, Sattler and Studer 2005).
Various decidable fragments of OWL DL with SWRL rules exist.

In order to add rules and still preserve decidability, a variant of SWRL can be
used, the so-called DL-safe rules (Motik et al. 2005). DL-safe rules are rules of the
above form and are formally defined as follows.

Suppose a set of concept names Nc , a set of abstract and concrete role names
NRa ∪ NRc . A DL atom is of the form C(x) or R(x,y), where C ∈ NC and R ∈
NRa ∪ NRc . Rule atoms may be DL atoms or atoms as defined above. A rule r is
called safe if each of its variables also occurs in a non-DL atom in the rule body.
All rules must be safe. Additionally, in the ABox, assertions of the following form
are allowed: P(ind1, . . . , indn) where P is a name for a predicate used in a non-DL
atom. The assertions are called facts (rules with empty bodies). Thus, in practice,
the safety restriction introduced for DL-safe rules means that rules are applied to
ABox individuals only. Note, however, that DL-safe rules are not trigger rules, they
have a first-order semantics (and hence, e.g. the law of contraposition holds, etc.).

In order to support the recognition of events in image sequences (see
Section 3.3.4), rules with time variables will be used as part of a specific query
language (see Section 3.2.2). We assume that assertions involving time variables
such as, e.g. “ind1 approaching ind2 from t1 to t2” are generated by low-level image
sequence analysis processes. The results are added to an ABox as so-called temporal
propositions.
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A temporal proposition is a syntactic structure of the following form:

P[t1,t2](ind1, . . . , indn)

where ti denotes an element of a linear temporal structure Θ ⊆ N, indi with i ∈
{1, . . . , n} denotes an individual, and P ∈ Preds.

The semantics for rules with time intervals is different from DL-safe rules, and
formally defined as follows. Let Θ ⊆ N be a linear temporal structure. A tempo-
ral interpretation IT is a tuple (�, ·I ,Θ,�) such that, in addition to the standard
components of an interpretation, � is an injective mapping from the temporal struc-
ture Θ to a set of standard Tarskian interpretation functions as used in previous
sections.

A temporal interpretation IT = (�, ·I ,Θ,�, ) satisfies a GCI or an ABox
assertion if the standard part (�, ·I ) satisfies the GCI or the ABox assertion. The
remaining components are used for defining satisfiability of temporal propositions.
A temporal interpretation IT satisfies a temporal proposition P[t1,t2](ind1, . . . , indn)
if the predicate is true for all time points in the non-empty interval [t1, t2]. Hence,
we assume that temporal propositions are durative, i.e. the proposition holds for all
non-empty subintervals (cf. Neumann and Novak 1983) for a more detailed analy-
sis). More formally:

IT |= P[t1,t2](ind1, . . . indn)

if for all θ ∈ Θ , |Θ| > 1, it holds that if t1 ≤ θ ≤ t2, then (ind�(θ )
1 , . . . , ind�(θ )

n ) ∈
P�(θ ). As usual, a temporal interpretation that satisfies a temporal proposition
is called a temporal model for this term. A temporal interpretation which sat-
isfies a GCI or an ABox assertion is called a (temporal) model for the GCI
or ABox assertion, respectively. An Abox with a set of temporal propositions
such as {move forward[10,20](ind1), move backward[10,20](ind1)} should be incon-
sistent, but this requires (TBox) knowledge about the disjointness of predicates
move forward and move backward for all time points. We ignore these issues
here.

Temporal propositions are relevant for queries with time variables, which are
described in Section 3.2.2.

3.2.2 Introduction to Basic Reasoning Problems

3.2.2.1 Standard Inference Services

In the following, we define standard inference services for description logics.
A concept C is called consistent (w.r.t. a TBox T ) if there exists a model of C

(that is also a model of T and R). An ABox A is consistent (w.r.t. a TBox T ) if
A has model I (which is also a model of T ). A knowledge base (T , A) is called
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consistent if there exists a model for A which is also a model for T . A concept,
ABox, or knowledge base that is not consistent is called inconsistent.

A concept D subsumes a concept C (w.r.t. a TBox T ) if CI ⊆ DI for all inter-
pretations I (that are models of T ). If D subsumes C, then C is said to be subsumed
by D.

For the definitions above, corresponding decision problems are defined as usual.
In order to solve these problems, practical description logic systems implement
algorithms as so-called inference services. Besides services for the basic decision
problems introduced above, DL inference servers usually provide some additional
inference services. A basic reasoning service is to compute the subsumption rela-
tionship between every pair of concept names mentioned in a TBox (i.e. elements
from C ). This inference is needed to build a hierarchy of concept names w.r.t. speci-
ficity. The problem of computing the most-specific concept names mentioned in T
that subsume a certain concept is known as computing the parents of a concept. The
children are the most-general concept names mentioned in T that are subsumed
by a certain concept. We use the name concept ancestors (concept descendants)
for the transitive closure of the parents (children) relation. The computation of the
parents and children of every concept name is also called classification of the TBox.
Another important inference service for practical knowledge representation is to
check whether a certain concept name occurring in a TBox is inconsistent. Usu-
ally, inconsistent concept names are the consequence of modelling errors. Checking
the consistency of all concept names mentioned in a TBox without computing the
parents and children is called a TBox coherence check.

If the description logic supports full negation, consistency and subsumption can
be mutually reduced to each other since D subsumes C (w.r.t. a TBox T ) iff C � ¬D
is inconsistent (w.r.t. T ), and C is inconsistent (w.r.t. T ) iff C is subsumed by ⊥
(w.r.t. T ). Consistency of concepts can be reduced to ABox consistency as fol-
lows: A concept C is consistent (w.r.t. a TBox T ) iff the ABox {a :C} is consistent
(w.r.t. T ).

An individual i is an instance of a concept C (w.r.t. a TBox T and an ABox
A) iff iI ∈ CI for all models I (of T and A). For description logics that support
full negation for concepts, the instance problem can be reduced to the problem of
deciding if the ABox A ∪ {i :¬C} is inconsistent (w.r.t. T ). This test is also called
instance checking. The most-specific concept names mentioned in a TBox T that
an individual is an instance of are called the direct types of the individual w.r.t.
a knowledge base (T ,A). The direct type inference problem can be reduced to
subsequent instance problems (see e.g. Baader, Franconi, Hollunder, Nebel, and
Profitlich, (1994) for details).

An ABox A′ is entailed by a TBox T and an ABox A if all models of T and A
are also models of A′. For ABox entailment we write T ∪ A |= A′.

ABox entailment can be reduced to query answering. An ABox A′ is entailed by
a TBox T and an ABox A if for all assertions α in A′ it holds that the boolean query
{() | α} returns true. Query answering is discussed in the next subsection.

TBox inference services are provided by the systems CEL (Baader, Lutz and Sun-
tisrivaraporn 2006), Fact++ (Tsarkov and Horrocks 2006), KAON2 (Hustadt, Motik
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and Sattler 2004), Pellet (Sirin and Parsia 2006), QuOnto (Calvanese, De Giacomo,
Lembo, Lenzerini and Rosati 2005), and RacerPro (Haarslev and Möller 2001).
At the time of this writing, only the latter four systems support ABox inference
services.

3.2.2.2 Retrieval Inference Services

For practical applications, another set of inference services deals with finding indi-
viduals (or roles) that satisfy certain conditions.

The retrieval inference problem is to find all individuals mentioned in an ABox
that are instances of a certain concept C. The set of fillers of a role R for an
individual i w.r.t. a knowledge base (T ,A) is defined as {x | (T ,A) |= (i, x) :R}
where (T ,A) |= ax means that all models of T and A also satisfy ax . The set
of roles between two individuals i and j w.r.t. a knowledge base (T ,A) is defined as
{R | (T ,A) |= (i, j) :R}.

In practical systems such as RacerPro, there are some auxiliary queries sup-
ported: retrieval of the concept names or individuals mentioned in a knowledge
base, retrieval of the set of roles, retrieval of the role parents and children (defined
analogously to the concept parents and children, see above), retrieval of the set of
individuals in the domain and in the range of a role, etc. As a distinguishing fea-
ture to other systems, which is important for many applications, we would like to
emphasise that RacerPro supports multiple TBoxes and ABoxes. Assertions can be
added to ABoxes after queries have been answered. In addition, RacerPro and Pellet
also provide support for retraction of assertions in particular ABoxes. The system
Pellet can reuse previous computations.

Grounded Conjunctive Queries

In addition to the basic retrieval inference service described above (concept-based
instance retrieval), more expressive query languages are required in practical appli-
cations. Well established is the class of conjunctive queries.

A conjunctive query consists of a head and a body. The head lists variables for
which the user would like to compute bindings. The body consists of query atoms
(see below) in which all variables from the head must be mentioned. If the body con-
tains additional variables, they are seen as existentially quantified. A query answer
is a set of tuples representing bindings for variables mentioned in the head. A query
is written {(X1, . . . , Xn) | atom1, . . . , atomm}.

Query atoms can be concept query atoms (C(X)), role query atoms (R(X, Y )),
same-as query atoms (X = Y ) as well as so-called concrete domain query atoms.
The latter are introduced to provide support for querying the concrete domain part
of a knowledge base and will not be covered in detail here.

In the literature (e.g. Horrocks, Sattler, Tessaris and Tobies 2000;
Glimm, Horrocks, Lutz and Sattler 2007; Wessel and Möller 2006), two different
semantics for these kinds of queries are discussed. In standard conjunctive queries,
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variables (in the head and in query atoms in the body) are bound to (possibly
anonymous) domain objects. A system supporting (unions of) grounded conjunctive
queries is QuOnto.

In so-called grounded conjunctive queries, variables are bound to named domain
objects (object constants). However, in grounded conjunctive queries the standard
semantics can be obtained (only) for so-called tree-shaped queries by using exis-
tential restrictions in query atoms. Due to space restrictions, we cannot discuss the
details here. In the following, we consider only (unions of) grounded conjunctive
queries, which are supported by KAON2, RacerPro, and Pellet.

Complex queries are built from query atoms using boolean constructs for con-
junction (indicated with comma), union (∨), and negation (\). Note that the latter
refers to atom negation not concept negation and, for instance, negation as failure
semantics is assumed in Wessel and Möller (2005). In addition, a projection oper-
ator π is supported in order to reduce the dimensionality of an intermediate tuple
set. This operator is particularly important in combination with negation (comple-
ment). These operators are only supported by RacerPro (for details see Wessel and
Möller 2005).

In practical applications, it is advantageous to name subqueries for later reuse,
and practical systems, such as RacerPro, support this for grounded conjunctive
queries with non-recursive rules of the following form.

P(X1, . . . , Xn1 ) ← A1(Y1),
. . .

Al(Yl),
R1(Z1, Z2),
. . .

Rh(Z2h−1, Z2h).

The predicate term to the left of ← is called the head and the rest is called
the body, which, informally speaking, is seen as a conjunction of predicate
terms. All variables in the head must be mentioned in the body, and rules
must be non-recursive (with the obvious definition of non-recursivity). Since
rules must be non-recursive, there is no need to specify the semantics of rules
because subsequent replacements (with well-known variable substitutions and
variables renaming) of query atoms with their rule-defined body is possible
(unfolding). For instance, unfolding an atom P(X1, . . . , Xn1 ) results in a term
π(X1, . . . , Xn1 ) : A1(Y1), . . . Al(Yl), R1(Z1, Z2), . . . Rh(Z2h−1, Z2h). If there are
multiple rules (definitions) for the same predicate P , corresponding disjunctions
are generated. We do not discuss these details here, however.

It should be noted that answering queries in DL systems goes beyond query
answering in relational databases. In databases, query answering amounts to model
checking (a database instance is seen as a model of the conceptual schema). Query
answering w.r.t. TBoxes and ABoxes must take all models into account, and thus
requires deduction. The aim is to define expressive but decidable query languages.
Well-known classes of queries such as conjunctive queries and unions of conjunctive
queries are topics of current investigations in this context.
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A tuple (ind1, . . . , indn) is in the result set of a grounded conjunctive query

{(X1, . . . , Xn) | A1(Y1),
. . .

Al(Yl),
R1(Z1, Z2),
. . .

Rh(Z2h−1, Z W2h )}

if the variable substitution [X1 ← ind1, . . . , Xn ← indn] can be extended such
that additional substitutions for all other variables in the body can be found such
that the resulting query atoms after applying the substitution are satisfied in all
models of the ontology (TBox and ABox). Hence, given a variable substitution,
grounded conjunctive queries can be reduced to standard inference problems, which
are discussed above. For unions and projections, the semantics is slightly more com-
plicated, and we refer to Wessel and Möller (2006). Although, for brevity, in this
chapter, we use a mathematical notation for conjunctive queries, there exist propos-
als for conjunctive queries in the XML-based DIG 2.0 format (Turhan, Bechhofer,
Kaplunova, Liebig, Luther, Möller, Noppens, Patel-Schneider, Suntisrivaraporn and
Weithöner 2006). In addition, another XML-based format called OWL-QL has been
proposed, and practical query answering systems are available (e.g. Kaplunova,
Kaya and Möller 2006).

Queries w.r.t. Temporal Propositions:

In order to support event recognition in an ontology-based media interpretation
system, we introduced temporal propositions. For queries over ABoxes that also
contain temporal propositions, rules with time intervals can be defined. Suppose
three disjoint sets of names Preds, TimeVars, and Vars neither of which is a subset of
the names mentioned in the axioms of the ontology. Then, a rule with time intervals
has the following structure:

P[T0 ,T1](X1, . . . , Xn1 ) ← Q1[T2,T3](Y1,1, . . . , Y1,m1 ),
. . .

Qk [T2k ,T2k+1 ](Yk,1, . . . , Yk,mk ),
A1(Z1),
. . .

Al(Zl),
R1(W1, W2),
. . .

Rh(W2h−1, W2h).

where the Ti ∈ TimeVars are temporal variables and Xi , Y j,k, Zl, Wh ∈ Vars are (not
necessarily disjoint) variables that are bound to individuals mentioned in the ABox,
P, Qi ∈ Preds, and A j , Rk are concept names and role names, respectively. In a
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similar way as for conjunctive queries introduced above, all variables in the head
must be mentioned in the body, and rules must be non-recursive. Thus, queries w.r.t.
time variables are unfolded, similar to rules for defined queries.

A conjunctive query with time variables is an expression of the following form:

{(X1, . . . , Xn)[T1,T2] | Q1[T2,T3](Y1,1, . . . , Y1,m1 ),
. . .

Qk [T2k ,T2k+1 ](Yk,1, . . . , Yk,mk ),
A1(Z1),
. . .

Al(Zl),
R1(W1, W2),
. . .

Rh(W2h−1, W2h)}

Note that the variables Xi , Yi, j , Zi , and Wi are not necessarily disjoint. A
tuple (ind1, . . . , indn)[t1,t2] is a potential solution of a grounded unfolded tem-
poral conjunctive query (temporal query for short) if the variable substitution
[X1 ← ind1, . . . , Xn ← indn, T1 ← t1, T2 ← t2] can be extended with addi-
tional assignments for all other variables in the body such that the resulting query
atoms after applying the substitution are satisfied in all temporal models of the
ontology (TBox and ABox). The result set for a temporal query comprises all tuples
(ind1, . . . , indn)[(t1min ,t1max ),(t2min ,t2max )] such that there exists no other potential solution
(ind1, . . . , indn)[t1,t2] with t1 < t1min or t1 > t1max or t2 < t2min or t2 > t2max .

Algorithms for answering queries involving rules with time variables have been
published in Neumann and Novak (1983) and Neumann (1985). The algorithms are
implemented as inferences only in the RacerPro description logic system. In addi-
tion to the original Prolog-style approach in Neumann (1985), conjunctive query
atoms for ABoxes are provided for queries with time variables.

3.2.2.3 Non-standard Inference Services

Many inference services different from those mentioned above have been introduced
in the literature (non-standard inference services). We discuss only one non-standard
inference service, namely abduction, which is relevant for the media interpretation
processes described below (Elsenbroich, Kutz and Sattler 2006).

The abduction inference service aims to construct a set of (minimal) explanations
� for a given set of assertions � such that � is consistent w.r.t. to the ontology (T ,A)
and satisfies:

1. T ∪ A ∪ � |= � and
2. If �′ is an ABox satisfying T ∪ A ∪ �′ |= �, then �′ |= � (� is least specific).

This inference service is used in Section 3.3 as the basis for formalising the
derivation of annotations (metadata) for media objects. The annotations describe
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high-level interpretations of media objects. Furthermore, they can be used to retrieve
the media objects from which they are derived. Often, the names in � and � are
predefined (and are called abducibles and observables, respectively).

3.2.3 Retrieval of Media Objects

An application scenario for automatically derived interpretations of media objects is
information retrieval, for instance, in the semantic web. Interpretations are seen as
annotations of media objects and can be practically represented in RDF or OWL for-
mat. In our view, annotations describe “real-world” objects and events. It is not the
goal to merely “classify” images and attach keywords but to construct a high-level
interpretation of the content of a media object. The former approach has a limited
applicability if examples such as Fig. 3.1 are considered and queries for, e.g. media
objects with a mailman have to be answered. The goal of this section is to motivate
the use of Aboxes for describing media content in contrast to using just keywords
(or concept names) for classifying media objects. Details about how description
logics can be used for media retrieval based on description logics have been
published in Möller, Haarslev and Neumann (1998), see also subsequent works of,
Di Sciascio, Donini and Mongiello (1999), Di Sciascio, Donini and Mongiello (2000)
and Schober, Hermes and Herzog (2005). In a more general setting, Sebas-
tiani (1994) deals with description logic and information retrieval.

A set of media objects with annotations attached to each media object can
be made available via a web server with standard application server technology.
We assume that the web server provides a query interface (for instance, using
the XML-based DIG 2.0 or OWL-QL query language, see Section 3.2.2). For
readability reasons, however, here we use ABoxes for content descriptions, and
employ a mathematical notation for queries. Details about XML-based multime-
dia content descriptions and MPEG-7 have been described in Chapter 2 of this
book.

Using the example from Fig. 3.1, we sketch how media interpretations are used to
implement a media retrieval system. Fig. 3.6 illustrates the main ideas about anno-
tations for media objects using ABoxes (we omit the TBox for brevity). It would
have been possible to more appropriately describe the role which the parts play in
the events (in the sense of case frames). We omit the discussion of these issues here
for brevity, however, and use a “generic” role has Part . It is also possible to use
another “aggregate” street scene1 for combining the garbage collection and mail
delivery events.

A query which might be posed in an information system is shown in Fig. 3.7.
As a result, the inference system returns the tuple (mail deliv1, bicycle1), and in
order to show the image (and highlight the area with the bicycle), the associated
URL names can be retrieved (see also Fig. 3.7). The form value(x) returns a unique
binding for a variable (in this case a string) if it exists, and ∅ otherwise. In case of
U RL Query1, the answer is (url1,"http://www.img.de/image-1.jpg").
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mailman1 : Mailman
bicycle1 : Bicycle

mail deliv1 : Mail Deliv
(mail deliv1, mailman1) : has Part

(mail deliv1, bicycle1) : has Part
(mail deliv1, url 1) : hasU RL

(mailman1, url 2) : hasU RL
(bicycle1, url 3) : hasU RL

(url 1) : ="http://www.img.de/image-1.jpg"

(url 2) : ="http://www.img.de/image-1.jpg#(200,400)/(300/500)"

(url 3) : ="http://www.img.de/image-1.jpg#(100,400)/(150/500)"

garbageman1 : Garbageman
garbageman2 : Garbageman

garbagetruck1 : Garbage T ruck
gc1 : Garbage Collection

(gc1, garbageman1 ) : has Part
(gc1, garbageman2 ) : has Part

(gc1, garbagetruck1 ) : has Part
(gc1, url 4) : hasU RL

. . .

Fig. 3.6 An ABox representing the annotation of the image in Fig. 3.1. The predicate =string stands
for a one-place predicate p(x) which is true for x = string

The result of URLQuery2 is defined analogously. The URLs can be used to actu-
ally retrieve the image data. Subsequent queries w.r.t. the annotation individuals
mail deliv1 and bicycle1 are certainly possible. We do not discuss details here,
however. In summary, it should be clear now, how annotations with metadata are
used in an ontology-based information retrieval system.

With axioms such as

Mailman 
 Postal Employee

Mailman ≡ Postman

a query for a Postal Employee or a Postman will also return the media object shown
in Fig. 3.1. In general, all benefits of description logic reasoning carry over to query
answering in an information retrieval system of the kind sketched above.

It is easy to see that annotations such as the ones shown in Fig. 3.6 can be set
up such that the URLs are tied to the ABox individuals comprising the high-level
descriptions. In particular, one can easily imagine a situation in which there exist
multiple interpretations of an image, which results in multiple annotations being

ImageQuery1 := {(X, Y ) | Mail Deliv(X ), Bicycle(Y ), has Part(X, Y )}
U RL Query1 := {(X, value(X )) | hasU RL(mail deliv1, X )}
U RL Query2 := {(X, value(X )) | hasU RL(bicycle1 , X )}

Fig. 3.7 Query for “a mail delivery with a bicycle” and subsequent queries for retrieving the URLs
w.r.t. the result for ImageQuery1
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associated with an image. In addition, it is obvious that a repository of media objects
together with their annotations (metadata) gives rise to one or more ABoxes that are
managed by the ontology-based information system. Not so obvious is how meta-
data can be automatically derived since manual annotation is too costly in almost all
practical scenarios. The derivation of metadata representing high-level interpretation
of media content is discussed in the next section. Querying as discussed in this
section refers to metadata (Aboxes) but not directly to media content. Processes for
the automatic derivation of metadata, however, do refer to media content, and as we
will see later, a set of given queries can indeed influence media interpretation.

3.3 Automatic Construction of Metadata for Media Objects

In this section, we will discuss how media objects can be automatically interpreted.
We start with images, continue with text, and finally discuss image sequence inter-
pretation. A first attempt to understand fusion of information gained w.r.t. different
modalities is presented afterwards.

3.3.1 Image Interpretation

An ontology in a description logic framework is seen as a tuple consisting of a TBox
and an ABox. In order to construct a high-level interpretation, the ABox part of
the ontology is extended with some new assertions describing individuals and their
relations. These descriptions are derived by media interpretation processes using the
ontology (we assume the ontology axioms are denoted in a set �).

Interpretation processes are set up for different modalities, still images, videos,
audio data, and texts. In this section, we discuss the interpretation process using an
example interpretation for still images. The output is a symbolic description repre-
sented as an ABox. This ABox is the result of an abduction process (see Hobbs,
Stickel, Appelt and Martin 1993; Shanahan 2005 for a general introduction). In this
process, a solution for the following equation is computed: �∪� |= �. The solution
� must satisfy certain side conditions (see Section 3.2.2).

In Fig. 3.8 an example from the athletics domain is presented. Assuming it is
possible to detect a horizontal bar bar1, a human human1, and a pole pole1 by image
analysis processes, the output of the analysis phase is represented as an ABox �.
Assertions for the individuals and (some of) their relations detected by analysing
Fig. 3.8 are shown in Fig. 3.9. We are aware of the fact that crisp object recognition
might be hard to achieve. Therefore, in Section 3.4, we develop an approach that
deals with uncertainty in this respect.

In order to continue the interpretation example, we assume that the ontology
contains the axioms shown in Fig. 3.10 (the ABox of the ontology is assumed to
be empty). If we compare with the aggregate design patterns shown in Fig. 3.4,
axioms for both, Pole Vault as well as High Jump, contain parent concepts and
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Fig. 3.8 Still image displaying a pole vault event

restrictions for parts. However, in Fig. 3.10 there are no constraints between part
objects. Therefore, the conditions mentioned on the right-hand side are only neces-
sary and not sufficient conditions as in Fig. 3.4. For expressing constraints between
parts in an aggregate (at least three objects are involved), description logics are not
expressive enough (only the two-variable fragment of first-order logic is captured).
Thus, some additional mechanism is required without jeopardizing decidability. In
order to capture constraints among aggregate parts, we assume that the ontology is
extended with DL-safe rules (rules that are applied to ABox individuals only, see
Section 3.2.1). In Fig. 3.11, a set of rules for the athletics example is specified. Note
that the spatial constraints touches and near for the parts of a Pole Vault event (or a
High Jump event) are not imposed by the TBox in Fig. 3.10. Thus, rules are used to
represent additional knowledge. Since spatial relations depend on the specific “sub-
phases” of the events, corresponding clauses are included on the right-hand sides of
the rules. For instance, a jumper as part of a High Jump is near the bar if the image
shows a High Jump in the jump phase. Later, in the context of fusion discussed in
Section 3.3.5, we will see how information about the phase (e.g. H J InJumpPhase)

Fig. 3.9 An ABox �
representing the result of the
image analysis phase

pole1 : Pole
human1 : Human

bar1 : Horizontal Bar
(bar1 ,human1) : near
(human1 , pole1) : touches
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Man � Human
Woman � Human

Man � ¬Woman
Athlete ≡ Human � ∃hasProfession.Sport
Jumper � Athlete

Foam Mat � SportEquipment
Pole � SportEquipment

Javelin � SportEquipment
Horizontal bar � SportEquipment

Jumping Event � Event �
∃hasPart.Jumper �
∃≤1hasPart.Jumper

Pole V ault � Jumping Event �
∃hasPart.Pole �
∃hasPart.Horizontal Bar �
∃hasPart.Foam Mat

High Jump � Jumping Event �
∃hasPart.Horizontal Bar �
∃hasPart.Foam Mat

PV InStartPhase � �
PV InEndStartPhase � �

HJ InJumpPhase � �
. . .

Fig. 3.10 A tiny example TBox � for the athletics domain

as captured in an image is related to the spatio-temporal knowledge of the image
sequence modality.

In the following, we assume that rules such as those shown in Fig. 3.11 are part
of the TBox �.

touches(Y, Z) ← Pole V ault(X),
PV InStartPhase(X),
hasPart(X, Y ), Jumper(Y ),
hasPart(X, Z), Pole(Z).

near(Y, Z) ← Pole V ault(X),
PV InEndStartPhase(X),
hasPart(X, Y ), Horizontal Bar(Y ),
hasPart(X, Z), Jumper(Z).

near(Y, Z) ← High Jump(X),
HJ InJumpPhase(X),
hasPart(X, Y ), Horizontal Bar(Y ),
hasPart(X, Z), Jumper(Z).

. . .

Fig. 3.11 Additional restrictions for Pole Vault and High Jump in the form of rules
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In order to provide a high-level interpretation, i.e. to provide a description of the
image content in the form of high-level aggregates, we assume that spatial relations
between certain objects detected by low-level analysis processes are not arbitrary.
In order to construct an interpretation, an explanation is computed why it is the
case that a jumper touches a pole and is near a horizontal bar. Such explanations
are considered the results of image interpretation processes. As mentioned above,
the idea is to use the abduction inference service for deriving these kinds of (min-
imal) explanations (in the sense of interpretations). Minimal explanations might be
extended appropriately in order to match expectations and task context.

We start with the computation of a minimal explanation in our athletics scenario.
For this purpose, we slightly modify the abduction equation by taking into consid-
eration that initially the ABox does not need to be empty. Thus, we divide � (see
Fig. 3.9) into a part �2 that the agent would like to have explained, and a part �1

that the interpretation agent takes for granted. In our case �2 is {(bar1, human1) :
near, (human1, pole1) : touches} and �1 is {pole1 : Pole, human1 : Human,

bar1 : Horizontal Bar}.
Coming back to the abduction problem specified above, we need solution(s) for

the equation �∪�∪�1 |= �2. In other words, given the background ontology � from
Figs. 3.10 and 3.11, a query as derived from �2 should return true (see Fig. 3.12).

Obviously, this is not the case if � is empty. In order to see how an appropriate
� could be derived, let us have a look at the rules in Fig. 3.11. In particular, let
us focus on the rules for Pole Vault first. If we apply the rules to the query in a
backward chaining way (i.e. from left to right) and unify corresponding terms, we
get variable bindings for Y and Z . The “unbound” variable X of the corresponding
rules is instantiated with fresh individuals (e.g. pv1 and pv2). Since the parts and
their relations can be explained with one aggregate, it is reasonable to assume that
only one event provides a complete explanation, i.e. only one individual pv1 is used
(Occam’s Razor). Then, a possible solution � for the abduction equation can be
derived. � is shown in Fig. 3.13.

Note that due to the involvement of human1 in the pole vault event, human1

is now seen as an instance of Jumper, and, due to the TBox, also as an Athlete.
Thus, information from high-level events also influences information that is avail-
able about the related parts. With queries for Jumpers, the corresponding media

Fig. 3.12 Query
representing �2

Q1 := { () | near(bar1, human1),
touches(human1, pole1)}

Fig. 3.13 One possible
solution of the abduction
equation

pv1 : Pole V ault
pv1 : PV InStartPhase
pv1 : PV InEndStartPhase

human1 : Jumper
(pv1, human1) : hasPart

(pv1, bar1) : hasPart
(pv1, pole1) : hasPart
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objects would not have been found otherwise. Thus, recognizing high-level events
is of utmost importance in information retrieval systems (and pure content-based
retrieval does not help).

Considering the GCIs involving Pole Vault in the TBox shown in Fig. 3.10, it
becomes apparent that for a pole vault, there also exists a foam mat which is not
found by the image analysis module. Maybe it is not visible or the analysis just could
not detect it. In the latter situation, one could somehow adapt the image analysis
processes and start a feedback loop. This feedback from the image interpretation
module (high level) to the image analysis module (low level) is subject to ongoing
research and will be covered in more detail in Section 3.3.6. The assertions con-
cerning the relation hasPart and the phases derived by the rule are included in the
interpretation result. Thus, the output of the interpretation phase in our example is
the ABox shown in Fig. 3.14.

The example discussed here covers the interpretation of still images. It is nec-
essary, however, to keep in mind that each media object might consist of multiple
modalities, each of which will be the basis of modality-specific interpretation results
(ABoxes). In order to provide for an integrated representation of the interpretation
of media objects as a whole, these modality-specific interpretation results must be
appropriately integrated. A cornerstone of this integration process will be to deter-
mine which modality-specific names refer to the same domain object. This will
be discussed in later sections. In the following, both modality-specific and media-
specific ABoxes will be called interpretation ABoxes. In a specific context, ambi-
guities should not arise.

So far we have discussed an example where there is one unique explanation (and,
hence, one unique interpretation). However, this need not necessarily be the case. In
Fig. 3.15 an example is presented that might lead to two different interpretations. For
example, we assume that the ABox in Fig. 3.16 is produced by the image analysis
component.

For the interpretation process, we assume the same ontology as above. It is easy
to see that we can get two explanations by the abduction process (see Figs. 3.17 and
3.18). Note that new names which might refer to the same domain object are used
in each explanation.

Fig. 3.14 An ABox
representing the result of the
image interpretation phase

pole1 : Pole
human1 : Human

bar1 : Horizontal Bar
(bar1, human1) : near

(human1, pole1) : touches
pv1 : Pole V ault
pv1 : PV InStartPhase
pv1 : PV InEndStartPhase

human1 : Jumper
(pv1, human1) : hasPart

(pv1, bar1) : hasPart
(pv1, pole1) : hasPart
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Fig. 3.15 Image displaying a snapshot of a high jump or pole vault (where the pole is outside the
image)

bar2 : Horizontal Bar
human2 : Human

(bar2, human2) : near

Fig. 3.16 An ABox � representing the result of the analysis of the image in Fig. 3.15

Continuing the example, it might be the case that for some images, the ontology
does not contain relevant axioms or rules. In this case, the interpretation result, i.e.
the result of solving the abduction problem � ∪ � ∪ �1 |= �2 will be degenerate
because, due to missing axioms or rules in �, � must necessarily be equal to �2

in order to solve the equation. As an example of such a situation we can discuss
an interpretation of Figs. 3.8 or 3.15 without the rules from Fig. 3.11 and the GCIs
for Pole Vault and High Jump in Fig. 3.10. The degenerate interpretation result is
shown (as �) in Fig. 3.9. An annotation based on such a degenerate interpretation
will certainly not support queries such as {(x) | Pole Vault(x) ∨ High Jump(x)}.

In Fig. 3.19, a pole vault is shown. Suppose the ABox shown in Fig. 3.20 is
generated by image analysis processes. Compared to Fig. 3.16, there is only one

Fig. 3.17 An ABox
representing the first result of
the image interpretation
process

human2 : Human
bar2 : Horizontal Bar

(bar2, human2) : near
hj2 : High jump
hj2 : HJ InJumpPhase

human2 : Jumper
(hj2, human2) : hasPart

(hj2, bar2) : hasPart
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human2 : Human
bar2 : Horizontal Bar

(bar2, human2) : near
pv2 : Pole V ault
pv2 : PV InEndStartPhase

human2 : Jumper
(pv2, human2) : hasPart

(pv2, bar2) : hasPart

Fig. 3.18 An ABox representing the second result of the image interpretation process

additional assertion, the assertion for the pole. If we apply the abduction process
in a naive way, the result will also be two interpretation ABoxes as shown above
(one for a pole vault and one for a high jump). In the high jump event, the pole is
just ignored (and erroneously considered as “noise”). As the abduction process is
defined now, there is no reason to explain the pole since up to now only the spatial
relations are put into �2 and hence are “explained”. The example demonstrates that
also assertions about single objects have to be put into �2 in order to avoid spurious
effects.

3.3.2 Towards an Abduction Procedure

The interpretation example presented so far exhibits several interesting characteris-
tics which will now be discussed in greater generality.

First, it is important to note that, in general, interpretations do not logically follow
from the data and the knowledge base. Visual or audio data are inherently ambigu-
ous, and multiple interpretations may be possible. Hence deductive reasoning is not
adequate. Rather, media data must be seen as a causal consequence of some real-

Fig. 3.19 Image displaying a snapshot of a pole vault (where the pole is partially outside the image)
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bar3 : Horizontal Bar
jumper3 : Human

pole3 : Pole
(bar3, jumper3) : near

Fig. 3.20 An ABox � representing the result of the analysis of the image in Fig. 3.19

world scenario which is to be described by an interpretation. For example, natural
images are caused by projecting 3D scenes, and interpretations of the images should
provide descriptions of the underlying 3D scenes. Furthermore, media data may be
sparse, describing only parts of a scenario. For example, Fig. 3.15 is just a snapshot
of a complete high jump occurrence. Obviously, sparse data may be ambiguous and
interpreted in several ways, in this case as a high jump or a pole vault event.

In the example, the causal relationship between high-level concepts (such as
Pole Vault(X)) and relations between low-level data (such as near(Y, Z)) is rep-
resented by rules because description logics are not expressive enough for these
kinds of constraints. In some case, however, there might be axioms in the Tbox that
provide necessary conditions (see, e.g. the axiom for Athlete in Fig. 3.10). These
axioms are more general than corresponding rules (they apply to all domain objects,
not only to objects for which there is a name in the Abox). A rule such as

Athlete(X) ← Human(X)
hasProfession(X,Y)
Sport(Y)

might be implicitly derived from the axiom. This approximation process might take
into account a set of externally defined abducibles in order to limit the number of
axioms to be considered for the abduction operation. Details of the approximation
process are subject to further research. Using rules for sufficient conditions is one
way to enable backward chaining from low-level data to high-level explanations.
In general, such rules should also be available for all conjunctive constituents of a
high-level concept in order to enable backward chaining along multiple paths. For
instance, the following concept inclusion (see Fig. 3.10)

High Jump 
 Jumping Event �
∃hasPart.Horizontal Bar �
∃hasPart.Foam Mat

should give also rise to the rules

Jumping Event(X) ← High Jump(X)
Horizontal Bar(X) ← High Jump(Y ),

hasPartBar(Y, X).
Foam Mat(X) ← High Jump(Y ),

hasPartMat(Y, X).
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where has PartC represents a relation (or role) that associates a high jump instance
with a part instance of concept C (the role has PartC is range-restricted to C). In
this case, there is no simple syntactic transformation for exploiting the GCI for
High Jump in the abduction process. A possible explanation for the data

bar1 : H ori zonal Bar

could be generated by the rule which states that a Horizontal Bar can be part of
a High Jump. Hence, a high jump aggregate can be generated to which bar1 is
associated via the function hasPartBar. Similar arguments and rules derived from
the Tbox will lead to a pole vault aggregate as another (minimal) explanation for a
bar in a picture (without the pole being shown). If, additionally, there is a pole as in
Fig. 3.19, and it is mentioned in the analysis ABox, e.g.

pole1 : Pole

then, unfortunately, a high jump does provide an explanation for the bar (neglecting
the pole). Thus if we require the process to explain the existence of objects, spuri-
ous interpretations such as “a high jump with some arbitrary pole” (see Fig. 3.20)
can be avoided. This has been discussed in the literature as the principle of con-
silience (Hobbs, Stickel, Martin and Edwards 1988; Hobbs, Stickel, Appelt and
Martin 1990).

It is evident that interpretation by abduction can in general be achieved by
exploiting the hasPart structure of concepts and explaining data as part of a larger
whole. It is therefore useful to view possible interpretation steps within the compo-
sitional hierarchy of aggregate concepts (Neumann and Weiss 2003). Figure 3.21
shows a compositional hierarchy for the domain of sports events, based on and
extending the example TBox in Fig. 3.10. Given the media data shown in Fig. 3.8,
the compositional hierarchy exposes all aggregate concepts which could explain the
data.

Fig. 3.21 Compositional hierarchy induced by hasPart roles in aggregate concepts. The dotted
arrows indicate specialisation relations
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In order to provide additional support for an explanation, it may also be useful
to follow hasPart arcs from aggregates to parts. For instance, to verify a pole vault,
one may check whether the media data includes a pole.

Besides the compositional hierarchy, the taxonomical hierarchy can also be
exploited for generating explanations. For example, athlete1 : Athlete may not have
been recognised, and moving object1 : Person is included in the media data instead.
In this case, it proves useful to explore a possible specialization of Person which
would then lead to interesting aggregate concepts.

In summary, possible explanations can be generated by navigating from data to
higher level concepts by

� aggregate instantiation,
� aggregate expansion, and
� instance specialisation.

These considerations can be used to guide the knowledge-modelling process and
might help to find appropriate rules for the abduction process described above.

As already shown by Reiter and Mackworth (1990) and further elaborated in
Schröder (1999), image interpretation can also be formally described as constructing
a partial model. “Model” is used here in the logical sense and means a mapping from
the symbols of logical formulae into a real-world domain such that the formulae
are true. A partial model can be constructed by a computer (which has no direct
access to the real-world domain) by building the model on top of the primitive media
data which are taken to map into the intended real-world objects. As opposed to
interpretation by abduction, interpretation by model construction does not focus on
the data but aims at constructing a symbolic description of some real-world scenario
consistent with the data.

As pointed out in Section 3.1, the scope of an interpretation depends also on the
task and other contextual information. However, the logical formalisation in terms
of model construction gives no clue as to what to include and what not to include
in an interpretation as long as the interpretation is consistent and entails the data.
One way to restrict interpretations is by introducing a notion of dependency and by
requiring that the interpretation should depend on the data. This can be formalised
by considering the compositional hierarchy formed by aggregate concepts. We say
that a concept depends on data D if it is a predecessor of some element of D or a
successor of a predecessor. This notion of dependency is the same as in Bayesian
networks with causality arcs corresponding to the hasPart relations in the figure. In
Fig. 3.21, it is assumed that Horizontal Bar is the data. All concepts dependent on
Horizontal Bar are depicted in light grey.

The dependency definition can be further refined by distinguishing between nec-
essary and optional parts (expressed by cardinality restrictions for the hasPart roles).
If, for example, a sports event has all its parts as optional parts, it would make little
sense to include a High Jump as part of the explanation for a Pole Vault.

Restricting interpretations to assertions which in this sense depend on the data
appears to be useful for many interpretation tasks. However, one can also conceive
of tasks where non-dependent assertions may be interesting, for example providing
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object1 : Event
object2 : Horizontal Bar
object3 : Athlete
object3 : Famous

(object1, object2) : precedes
(object1, object3) : precedes

Fig. 3.22 Interpretation ABox produced by shallow text analysis

further explanations for some of the hypothesised instances. In any case, a task-
based control of the scope of an interpretation remains necessary.

3.3.3 Shallow Text Interpretation

Another modality which might provide additional information for media interpre-
tation is “text”. There exists a large amount of publications about natural language
understanding, text interpretation, information retrieval from text, etc. We cannot
give a survey of all trends and current research results here. However, using an
example, we show how the technique of abduction introduced in the previous section
can be used to provide interpretation ABoxes. The goal of the example discussed in
this subsection is to demonstrate the feasibility of the general approach for multi-
media interpretation. Abduction for natural language interpretation is investigated
in much more detail in Hobbs et al. (1988). Abduction is even used to formalise
discourse understanding. No decidable representation formalism is used, however.

Our example assumes that standard techniques from information retrieval
approaches are applied (“shallow text processing”). Consider the sentences “A new
world record in this year’s event was missed. The remaining famous athlete touched
the crossbar and failed 2.40 m.” We assume that the ABox shown in Fig. 3.22 is
generated by low-level text analysis components. For the nouns, individuals are
generated as instances of appropriate concepts (we suppose a mapping from word
to concepts is taken from a gazetteer e.g. “crossbar” → Horizontal Bar). The role
precedes represents the fact that there exists a linear precedence between corre-
sponding nouns across adjacent sentence boundaries. In our example, the athlete
and the crossbar are mentioned in the sentence immediately after the sentence with
the event.

Note that in Fig. 3.22 for the word “famous” there is no new object generated.
The word “famous” is used as an adjective here, and this can be easily detected even
by shallow text-processing techniques. For generating an interpretation ABox, we
assume that the precedes assertions are to be explained (�2), whereas the first four
assertions are taken for granted (�1). The query

Q2 := {() | precedes(object1, object2), precedes(object1, object3)}
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object1 : High Jump
(object1, object2) : hasPart
(object1, object3) : hasPart

Fig. 3.23 Addendum to the interpretation ABox shown in Fig. 3.22

represents �2 in a similar way as discussed in Section 3.3.1. The goal is to compute
a � that explains the “surface relation” precedes with a “semantically deep relation”
such as hasPart. We assume that the TBox Σ is extended with the axiom

precedes(X, Y ) ← hasPart(X, Y )

The role hasPart represents a domain-specific relation, whereas the role precedes
represents an “abstraction” of this role. With the verbalisation technique in our
example, there is no explicit part relation mentioned in the text. The part of relation
is expressed by corresponding associations in the text (linear precedence and local
connectedness). The deep domain-specific interpretation is induced by abduction,
and hence, as a result, the abduction process returns the � shown in Fig. 3.23.
Together with Fig. 3.22, an interpretation ABox can be constructed (the “modality-
specific” assertions for the role precedes might be removed if appropriate). It is
obvious that hasPart might not be the only deep interpretation. In order to keep the
discussion focussed, we do not discuss further possibilities, but we keep in mind
that possible alternatives might be ruled out later on due to results in fusion (see
Section 3.3.5). In addition, it should be mentioned that even in shallow text interpre-
tation, for instance, the tense of detected verbs could be taken into consideration and
so a more linguistic-based precedence relation could be established. The example
we discussed here illustrates the general principles, however.

3.3.4 Image Sequence Interpretation

In contrast to still images, events in image sequences have a temporal extension that
has to be appropriately considered for constructing media interpretations. In order
to detect high-level events such as “high jump”, event predicates are described using
rules with time variables. For high jump events, we sketch the rule design pattern in
Fig. 3.24. In our approach we suppose that basic events can be detected by image
analysis processes. Basic events are described with temporal propositions (being
added to an interpretation ABox by low-level processes). An example is shown in
Fig. 3.25.

In order to actually recognise events for particular individuals which satisfy
restrictions w.r.t. the ontology, the query language for temporal propositions intro-
duced in Section 3.2.2 is applied. An example for a query involving events and time
intervals is shown below.

{(X)[T1,T2] | High Jump Event[T1,T2](X, Y )}
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High Jump Event[T1,T2](X, Y ) ← accelerate horizontally[T1,T3](Y ),
vertical upward movement[T3,T4](Y ),
turn[T4,T5](Y ),

vertical downward movement[T5,T2](Y ).
Jumper(Y ),

High Jump(X),

hasPart(X, Y ),

Fig. 3.24 Rule with time intervals for recognizing high-jump events

To answer a query, two steps have to be carried out. First, an assignment α for
query variables (i.e. X in the query shown above) has to be found such that the
body predicate terms and atoms are satisfied. Second, the goal is to determine lower
bound and upper bound values for the temporal variables (T1, T2 in the example)
such that the temporal propositions in the query body are satisfied. The result of
the example query is (event1)[(219,223),(229,230)] . Thus, for all T1 ∈ (219, 223) and
T2 ∈ (229, 230) and for all remaining temporal variables in the body of the rule in
Fig. 3.24, there exist values such that all predicate terms in the body are satisfied
with the assignment α(X) → event1.

If a high jump event is expected but the query for the high jump event (see above)
returns false, then abduction can be used to determine what has to be added to the
interpretation ABox. For instance, the temporal proposition

accelerate hori zontally[219,224](moving object1)

might probably be missing, and will be added by abduction such that the answer
will be true and the high-jump event is “explained”. It might also be the case that
the image sequence analysis determined a mutilated partial basic event such as

accelerate horizontally[219,223](moving object1)

instead. In this case, abduction would just add the proposition as in the case before.
However, in this case, we prefer that a near-miss is recognised, and believe that a
“repair” operation for the assertion in the analysis ABox should be proposed.

accelerate horizontally[219,224] (moving object1)
vertical upward movement[224,226] (moving object1)

turn[226,228] (moving object1)
vertical downward movement[228,230] (moving object1)

moving object1 : Jumper
event1 : High Jump

(event1, moving object1) : hasPart

Fig. 3.25 Abox assertions for basic events (temporal propositions) that are detected by image
sequence analysis components. In addition, three standard assertions possibly extracted from other
sources (e.g. images and text) are added
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3.3.5 Formalisation of Fusion

In the preceding subsections, we have discussed how an interpretation ABox can
be constructed for different modalities. The main idea of the approach is to use
abduction and a decision procedure for determining which assertions of the analysis
ABox computed by low-level analysis processes have to be explained. We did not
investigate the latter decision procedure in this chapter, however.

In Fig. 3.26, three interpretation pipelines for the modalities “image”, “text”,
and “video” are shown. (see also Fig. 3.3 details of the “processing pipelines” for
“audio” and “image”). Let us assume that interpretation ABoxes have been com-
puted in the “Interpretation” phase (see Fig. 3.26). Actually, for every modality,
there might be multiple interpretation ABoxes representing multiple possibilities
for high-level interpretations.

One of the problems to be solved if information from different modalities has
to be combined is the identification problem, which is the problem of determining
equality assertions in order to declare co-references of different identifiers (indi-
viduals in an ABox) to the same domain objects. This problem is also relevant for
single modalities (see e.g. Gabsdil, Koller and Striegnitz 2001 for the text modality)
but obviously is particularly important for multiple modalities. Heuristics, such as
having the same direct types, will lead a fusion process to generate assumptions
for individual equality assertions. The overall goal is to minimise the number of
different domain objects (principle of Occam’s Razor).

Fig. 3.26 Multimedia interpretation architecture
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In the interpretation ABoxes for different modalities, individuals are mentioned
that might refer to the same domain object. For instance, in the multimedia docu-
ment about high jump events which we used for the discussion above, there may be
an image from which h j2 and human2 are extracted (see Fig. 3.17). Let us assume,
the image has a caption which gives rise to object3 (see Fig. 3.22). In addition, there
could be a video from which an individual event1 is extracted (see Fig. 3.25). In
this example, there are three different interpretation ABoxes (see Fig. 3.26). Fusing
these ABoxes means to construct a combined interpretation ABox. We assume that
during this process, the following questions arise. Could it be the case that h j2 and
event1 are names for the same event? In addition, is it reasonable to assume that
human2 and object3 are identical? In order to test whether these assumptions do not
lead to an inconsistency, the following assertions are added to the ABox.

h j2 = event1
human2 = object3

In both events, the same jumper must be involved because, due to the TBox
(see Fig. 3.10), at most one Jumper must participate in a Jumping Event (a parent
of High Jump). The resulting ABox is consistent (the unique name assumption is
not applied, see Section 3.2.1). However, from a logical point of view, adding the
above-mentioned equality assertions is not really motivated. The resulting ABox
stays consistent but why should an agent assume object identity in this case? In the
same spirit as we argued above, there must be a motivation for adding assertions (in
the sense of assumptions). In the abduction example for constructing interpretation
ABoxes that we have discussed above, adding assertions allows the agent to prove
certain entailments (assumptions serve as explanations for the Γ2 assertions). In
other words, queries are answered with true. We believe that similar mechanisms
are required for a formalisation of the fusion process. The key insight is that fusing
objects will allow the agent to answer certain queries, too. Consider the following
example.

H J Occurs[T1,T2](X) ← High Jump(X),
H J InJumpPhase(X),
hasPart(X, Y ),

Jumper(Y ),
vertical upward movement[T1,T3](Y ),
turn[T3,T4](Y ),
vertical downward movement[T4,T2](Y ).

Under the assumption that h j2 and event1 denote the same domain object, we
can query the knowledge base about temporal information about a high jump event
with a famous athlete.

Q3 := {(X)[T1,T2] | H J Occurs[T1,T2](X), hasPart(X, Y ), Famous(Y )}.
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The result (h j2)[(224,225),(229,230)] cannot be derived without fusing the information
from multiple modalities. The query result would have been the empty set if it was
not possible to prove that for event1 the predicate H J In JumpPhase holds. This
is possible due to the equality assertion h j2 = event1 (see above). Thus, fusion is
motivated in this case.

Up to now it is unclear how to formalise what kinds of queries are important in
a certain situation. In other words, we do not formalise what questions to ask and
assume that this is represented by “context knowledge” as indicated in Fig. 3.3. Con-
text knowledge is induced by a feedback-loop from higher level processes, which
are not investigated in this work. However, feedback can also occur between analysis
and interpretation. This is discussed in the next section.

3.3.6 Relating Analysis and Interpretation

Looking at the image shown in Fig. 3.8 and the corresponding analysis ABox given
in Fig. 3.9, it becomes clear that the foam mat is not detected in this example. Even
in the interpretation ABox (Fig. 3.14), there is no explicit name for a foam mat
involved in the pole vault event. However, due to the TBox underlying the interpre-
tation process (see Fig. 3.10), a foam mat must exist implicitly. In other words, in all
models of the interpretation ABox, the pole vault individual pv1 is associated with
a foam-mat object. If this is made explicit, feedback might be given to the analysis
module (see Fig. 3.26), which might use specifically parameterised image analysis
techniques to then localise a foam mat in the image. In general, the more objects are
made explicit in the analysis and interpretation ABoxes, the better is the interpreta-
tion. Let us assume that in the example an assertion f1 : Foam Mat is added to the
analysis ABox, maybe together with spatial relations to the other objects localised
in the scene. Then, the interpretation process will reuse the previously generated
pole vault object pv1 and associates it with f1 appropriately such that the following
is added:

f1 : Foam Mat
(pv1, f1) : has Part .

The derivation of a complete (fused) interpretation ABox can be seen as a boot-
strap process. In case the foam mat is not visible in the image, the interpretation
might be considered as less plausible for a high jump event. With the help of the
distinction between domain and picture objects, and a theory for dealing with uncer-
tainty, this can be formalised as shown in the next section.

3.4 Uncertain and Ambiguous Interpretations

Interpretations are generally ambiguous and not clearly defined with respect to a
task. When constructing an explanation for media data, one often has the choice
between alternatives. For example, given the limited knowledge base in Fig. 3.10,
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the image in Fig. 3.15 can be interpreted both as Pole Vault or High Jump. In the
course of a stepwise interpretation, there can be many more decision points where
multiple choices are available. For example, a High Jump or Pole Vault may be part
of a Training Event or Sports Event. As humans, we seem to exploit our experiences
for such decisions and prefer the most likely choice given all we know about the
domain and the current scenario. Hence it appears natural to provide a probabilis-
tic model for the uncertainty of logically ambiguous choices. In this section, we
sketch a probabilistic model which is intended to guide choices in the logic-based
interpretation process presented so far.

3.4.1 Towards a Probabilistic Preference Measure

The task of the probabilistic model is illustrated in Fig. 3.27. In this figure, we dis-
tinguish between the concepts describing real-world objects and concepts describ-
ing the corresponding media objects, a distinction which we omitted so far to
simplify the presentation. All media-object concept names are marked with the
suffix “pict” and describe the properties of pictures taken from the correspond-
ing real-world objects. This way it can be explained, for example, that a real-
world pole vault requires a pole but that a picture of a pole vault may not show
a pole.

Figure 3.27 illustrates the interpretation step, where the media object
Horizontal-Bar-Pict must be explained. Pole Vault and High Jump are both

Fig. 3.27 Aggregate concepts relating a high jump and a pole vault to corresponding media
object concepts. The Horizontal-Bar-Pict can be interpreted as an instance of a high-
jump-horizontal-bar picture (H J-H B-Pict) or of a pole-vault-horizontal-bar picture (P V-
H B-Pict)
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logically possible, hence this is a point where a probabilistic preference measure
should help.

The basic idea is to provide an estimate of how likely Horizontal-Bar-Pict is a
high jump picture (i.e. an instance of HJ − HB − Pict ) or a pole vault picture (i.e.
an instance of PV − HB − Pict ). For this, we need probability distributions such
that the probabilities of one or another aggregate having a media object as part can
be compared and the most probable choice can be made.

We take a frequentist approach and want the probabilities to reflect the statistics
of the domain, including the statistics of corresponding media objects. Determining
these statistics is, of course, a formidable task. But the example illustrates that
estimates of the frequency of occurrence of pole vault pictures without pole as
opposed to the frequency of occurrence of high jump pictures may very well tip
the balance for one interpretation rather than the other.

To compute such estimates, we invoke Bayes net technology. We consider con-
cepts as random variables with probability distributions which govern the likeli-
hood of instantiations which satisfy the concept. A general approach to constructing
Bayes nets for first-order logic expressions is presented in Russell and Norvig (2003,
p. 519ff.). For details see also Koller and Pfeffer (1997, 1998), Pfeffer, Koller, Milch
and Takusagawa (1999). Our approach exploits the fact that aggregates are the con-
cepts of interest for an interpretation task and dependencies between objects can
effectively be encapsulated in aggregates. This limits probabilistic dependencies and
provides for efficient propagation mechanisms.

To show this, consider a probabilistic model for the interpretation task in
Fig. 3.27. We propose that each aggregate is described by a structure shown in
Fig. 3.28.

Fig. 3.28 Probabilistic structure of an aggregate. Internal properties Ai represent parts, external
properties B represent the aggregate as a whole
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In the aggregate structure, we distinguish between an internal probabilistic
description P(A1, A2, . . . , AN ) of the parts (each represented by properties Ai and
depicted as a node at the bottom of Fig. 3.28) and an external, abstracted description
P(B) which is used to represent the aggregate as part of higher level aggregates in
the compositional hierarchy. P(A1, A2, . . . , AN ) follows from P(B) by means of
the conditional probability distribution P(A1 . . . AN |B) which specifies the internal
probabilistic structure of the aggregate.

For the time being, we consider all constituents of a high jump event, including
the pictures taken thereof, as parts of an aggregate High-Jump and do not go into
details about the internal dependency structure between real-world concepts and pic-
tures thereof. Similarly, the pole vault event is modelled as an aggregate Pole-Vault,
and both are parts of a higher level aggregate Sports-Event-Programme. The struc-
ture of an aggregate hierarchy induced by this aggregate structure is shown in
Fig. 3.29.

In order to provide a preference measure, we must be able to compute the effect
of evidence for one node on the probabilities of other nodes. It is not obvious under
which conditions this can be done based on the joint probability distributions (JPDs)
of the individual aggregates as specified in Fig. 3.29. The following requirements
ensure that the compositional hierarchy constitutes an abstraction hierarchy where
a complete JPD encompassing all aggregates can in principle be computed from the
individual JPDs.

Let X be any node, parts(X) = Y1 . . . YN its parts, and succ(X) all its succes-
sor nodes in the aggregate hierarchy. Then for a compositional hierarchy to be an
abstraction hierarchy, we require that

P(X |succ(X)) = P(X | Y 1 . . . Y N ). (3.1)

Aggregate properties do not depend on details below the part properties.

P(succ(Y i ) | Y 1 . . . Y N ) = P(succ(Y i ) | Y i ). (3.2)

Fig. 3.29 Structure of aggregate hierarchy induced by aggregate structure. The quasi-tree structure
reflects abstraction properties and allows for efficient probabilistic inferences
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Part properties only depend on the properties of the corresponding mother aggre-
gate, not on correlations the mother aggregate may have as a part in a higher level
aggregate.

P(succ(Y 1 . . . Y N ) | Y 1 . . . Y N ) =
N∏

i=1

P(succ(Y i ) | Y 1 . . . Y N ). (3.3)

Parts of different aggregates are statistically independent given their mother aggre-
gates.

From (3.2) and (3.3) it follows that

P(succ(Y 1 . . . Y N ) | Y 1 . . . Y N ) =
N∏

i=1

P(succ(Y i ) | Y i ). (3.4)

These requirements agree well with intuitions of an abstraction hierarchy. If they
are fulfilled, one can show that the JPD of the aggregate hierarchy can be written as

P(Z 0 . . . Z M ) = P(Z 0)
M∏

i=1

P(parts(Zi ) | Z i ) (3.5)

where Zi , i = 0 . . . M are all nodes of the hierarchy and Z0 is the root node (repre-
senting the general aggregate “any scene”).

Hence for an abstraction hierarchy, the JPD of the complete hierarchy is defined
by the product of all conditional aggregate JPDs similar to a Bayes net. Further-
more, Equation (3.5) applies also to branches of the abstraction hierarchy. Hence,
probabilities within a branch can be compared without considering the rest of the
hierarchy. For example, in the interpretation task shown in Fig. 3.27, only the proba-
bilities below the node Sports-Events-Programme have to be evaluated for choosing
the most probable interpretation of Horizontal-Bar-Pict. After making the choice,
Horizontal-Bar-Pict is entered into the probabilistic structure as evidence and other
probabilities must be updated. Again, this can be restricted to the relevant branch
of the compositional hierarchy. Updating can be performed by propagation proce-
dures similar to those in tree-shaped Bayes nets. On the other hand, for updates
within an aggregate no simplifying dependency structure can be assumed in gen-
eral, and a Bayes net representing the internal probability structure need not be
tree-shaped. This higher complexity remains local, however, due to the abstraction
property.

The approach for exploiting conditional independencies discussed above allows
for the construction of Bayesian networks based on the aggregate structure of
domain objects. The purpose is to provide a preference measure for multiple inter-
pretations arising naturally from abduction, and for the interpretation steps leading
to such interpretations. Different from several other marriages between probabilities
and logics (e.g. as discussed in the following section), our approach does not require
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a reinterpretation of description logic formulas but fills the space left open by multi-
ple abduction solutions, ambiguous object classifications, and qualitative predicates
over quantitative values. In consequence, there is no conceptual conflict in com-
bining this probabilistic preference measure with a description logic framework.
Combinations of description logics with approaches for modelling uncertainty are
investigated in the next section.

3.4.2 Related Work About Uncertainty and Description Logics

Modelling uncertainty in the context of description logics has been a topic of
research for many years. An overview of such extensions to classical description
logics is presented in Baader, Küsters and Wolter (2003). The research is oriented
to the work of modelling uncertain knowledge on the basis of first-order struc-
tures (Nilsson 1986; Bacchus 1990; Halpern 1990). The fundamental view of the
approaches based on description logics is such that it should also be possible to
represent the degree of overlap between concepts (and not only subsumption or
disjunction) through probabilities. Furthermore, it should also be possible to formu-
late uncertainty about the structure of objects. Initial approaches considered primar-
ily probabilistic knowledge at the conceptual level, this means, at the level of the
TBox (Heinsohn 1994). Also knowledge representation for single objects and their
relations from a probabilistic view were studied (Jaeger 1994), such that structural
uncertainty could potentially be modelled. Along with early research results about
decidability of very expressive logics (e.g. OWL DL), proposals for the modelling
of uncertain knowledge were given.

In Giugno and Lukasiewicz (2002), a probabilistic description logic language
was studied, in which it is possible to formulate, in addition to probabilistic knowl-
edge at the conceptual level (i.e. TBox), also assertional probabilistic knowledge
(i.e. ABbox) about concepts and role instances. In this language (P-SHOQ), there
is no longer a separation between TBox and ABox for the modelling of uncertainty.
Its underlying reasoning formalism is based on probabilistic lexicographic entail-
ment by Lehmann (1995). Lexicographic entailment is based on default logic and
makes use of model creation to look for preferred minimal models, where the mini-
mal verifying (resp. falsifying) model determines entailment (resp. non-entailment).
In Giugno and Lukasiewicz (2002) the work of Lehmann (1995) is extended from
propositional logic to first-order logic, furthermore Giugno and Lukasiewicz (2002)
generalise classical interpretations to probabilistic interpretations by adding a proba-
bility distribution over the abstract domain and by interpreting defaults as statements
of high conditional probability. For example, in Lehmann (1995), a default like
P(bird/fly) ≥ 1 − ε is in (Giugno and Lukasiewicz 2002) a conditional constraint
like l ≤ P(fly|bird) ≤ u. The work of Giugno and Lukasiewicz (2002) allows
representation of probabilistic knowledge in a description logic language with high
expressivity.

It is important to observe that the semantics used in the different approaches
do not differ much (for example w.r.t. (Jaeger 1994) and (Giugno and Lukasiewicz
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2002)). An approach for the modelling of uncertain structures for a less expressive
language is presented in Dürig and Studer (2005). However, no specific inference
algorithms are known for this approach. An important step for the practical use
of description logics with probabilities occurred with the integration of Bayesian
networks in P-CLASSIC (Koller, Levy and Pfeffer 1997), nevertheless very strong
disadvantages were obtained: for number restrictions, the supremum limits must be
known and separate Bayesian networks are necessary to consider role fillers. Along
with this problem, the probabilistic dependencies between instances must also be
modelled. This problem was overcome in (Koller and Pfeffer 1998) – however not
in the context of description logics but with a frame-based approach, in which the
treatment of default values is given without formal semantics. The main idea in
Koller and Pfeffer (1998) is the view of considering role fillers as nodes in Bayes
network which have CPTs (conditional probability tables) associated to them as
generalised number restrictions in the sense of description logics. Related studies
followed in Pfeffer et al. (1999).

Complementary to the P-CLASSIC approach, another approach called PTDL
(Yelland 2000) was developed for probabilistic modelling with the use of first-
order structures. In this approach, the Bayesian network theory is considered as the
basis reference for further extensions, instead of (classical) description logics. The
Bayesian network nodes represent function values and an individual is associated to
other nodes through these function values. The approach in Yelland (2000) avoids
some disadvantages of P-CLASSIC, but it offers minimal expressivity on the side
of description logics. In context with very expressive description logics, another
approach (Ding and Peng 2004; Ding, Peng and Pan 2005) was presented for the
integration of Bayes networks. Algorithms for deduction over probabilistic first-
order structures were developed by Poole (2003). Poole observes that the existing
approaches (e.g. Koller and Pfeffer 1998; Pfeffer et al. 1999) only consider individ-
uals that are explicitly named. Qualitative probabilistic matching with hierarchical
descriptions was studied (Smyth and Poole 2004). It allows for a variation of the
level of abstraction.

Previous studies have investigated the combination of Datalog and descrip-
tion logics (so-called description logic programs) (Nottelmann and Fuhr 2004;
Lukasiewicz 2005a, 2005b; Nottelmann and Fuhr 2006). Approaches for informa-
tion retrieval with probabilistic Datalog are presented in Fuhr (1995, 2000). In this
area, work on learning from Datalog predicates with uncertainty is also relevant
(Nottelmann and Fuhr 2001).

Modelling vagueness to capture notions of imprecise knowledge has been inten-
sively studied (Straccia 2001; Tresp and Molitor 1998; Yen 1991), such that exist-
ing knowledge representation formalisms like first-order logic can be extended to
represent vague concepts (e.g. hot, cold) which are not entirely true or false, but
rather have a truth value between true and false. Fuzzy logic, with a basis in fuzzy
set theory, allows the modelling of vagueness, and its fundamental view is that
the classical ideas of satisfiability and subsumption are modified such that con-
cepts are satisfiable to a certain degree, or a concept subsumes another to a certain
degree.
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In Tresp and Molitor (1998), a tableau-like method for computing the degree
of subsumption between two concepts in the language ALC f m was presented. In
(Yen 1991) work on extending description logics with fuzzy features is presented
for the language FL−, in which it is possible to determine subsumption, but not
possible to determine whether an individual is an instance of a concept with a certain
probability. In (Straccia 2001), the use of fuzzy logic is highlighted in the context
of multimedia information retrieval, in which images are semantically annotated
with fuzzy statements. Recently, more expressive fuzzy description logics have been
investigated (Stoilos, Stamou, Tzouvaras, Pan and Horrocks 2005a, 2005b; 2005c;
Pan, Stoilos, Stamou, Tzouvaras and Horrocks 2006; Stoilos, Straccia, Stamou and
Pan 2006; Stoilos, Stamou and Pan 2006).

At the time of this writing, details of a probabilistic (and fuzzy) inference scheme
for media interpretation in a local context are still being investigated in ongoing
research. One of the open questions is how to trade off precision (which may not be
vital for a preference measure) against computational effort (which may be unac-
ceptable if all dependencies in a large knowledge base have to be considered).

3.4.3 Probabilities, Description Logics, Abduction, and Logic
Programming

While Hobbs et al. (1993) and Shanahan (2005) use first-order logic for text and
image/video interpretation, with description logics, we use a decidable knowledge
representation formalism with well-tested implementations that are known to be
efficient for many typical-case inputs. The use of logical rules and backward chain-
ing for implementing an abduction algorithm as described in Section 3.3 is also
investigated in the area of logic programming (Kakas, Kowalski and Toni 1992;
Poole 1993a; Poole 1992; Kakas and Denecker 2002; Flach and Kakas 2000). In
our approach, however, predicate names in rules are defined w.r.t. ontologies repre-
sented as description logic Tboxes, and thus we use another expressive fragment
of first-order logic. In the context of information retrieval, user queries can be
answered regarding user-specified Tboxes. In the previous sections, we have argued
that probabilistic reasoning would really add to the application scenario of informa-
tion retrieval that we have used in this chapter. In Sebastiani (1994) a proposal is
made for using probabilistic description logics for information retrieval. No system
implementation has been developed, though.

In the previous section, we have discussed related work for integrating proba-
bilistic and description logic reasoning. Only recently, however, abduction has been
investigated in the context of description logics (Colucci, Noia, Sciascio, Mongiello
and Donini 2004). However, in this work, abduction is considered for concepts, not
Aboxes and queries. Due to the best of our knowledge, abduction has not yet been
considered in the context of probabilistic description logics. Interesting input to this
research is provided by abduction in probabilistic logic programming (Charniak and
Goldman 1991; Poole 1993b).
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3.5 Conclusions

In this chapter, a formal account of media interpretation has been presented. It has
been shown that results from media analysis processes can be appropriately enriched
with high-level descriptions using automatic processes. Thus, applications which
require access to high-level descriptions can be supported, for example, retrieval of
media in a semantic web context. The central idea is to use abduction and deduction
in concert to construct high-level descriptions for characterizing media content. It
should be emphasised that the architecture not just describes an algorithm that con-
structs the descriptions but formalises the description generation in a meaningful
way. High-level descriptions are constructed to explain assertions from media anal-
ysis. The same holds also for the way we tackle the fusion problem. In its current
state, our architecture does not specify which assertions are taken to be explained
(and which queries are constructed or selected in the case of fusion). This is seen as
an even higher level process and is left for future work.

It has also been shown that the crisp logical framework should be supported by
probabilistic preference measures in order to provide the most desirable interpreta-
tions. We have made a first contribution towards a probabilistic preference measure
which can be used to rank different interpretations.
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Chapter 4
Introducing Context and Reasoning in Visual
Content Analysis: An Ontology-Based
Framework

Stamatia Dasiopoulou, Carsten Saathoff, Phivos Mylonas, Yannis Avrithis,
Yiannis Kompatsiaris, Steffen Staab, and Michael G. Strinztis

4.1 Introduction

The amount of multimedia content produced and made available on the World Wide
Web, and in professional and, not least, personal collections, is constantly grow-
ing, resulting in equally increasing needs in terms of efficient and effective ways to
access it. Enabling smooth access at a level that meets user expectations and needs
has been the holy grail in content-based retrieval for decades as it is intertwined
with the so-called semantic gap between the features that can be extracted from
such content through automatic analysis and the conveyed meaning as perceived by
the end users. Numerous efforts towards more reliable and effective visual content
analysis that target the extraction of user-oriented content descriptions have been
reported, addressing a variety of domains and applications, and following diverse
methodologies. Among the reported literature, knowledge-based approaches utilis-
ing explicit, a priori, knowledge constitute a popular choice aiming at analysis meth-
ods decoupled from application-specific implementations. Such knowledge may
address various aspects including visual characteristics and numerical representa-
tions, topological knowledge about the examined domain, contextual knowledge,
as well as knowledge driving the selection and execution of the processing steps
required.

Among the different knowledge representations adopted in the reported liter-
ature, ontologies, being the key enabling technology of the Semantic Web (SW)
vision for knowledge sharing and reuse through machine processable metadata,
have been favoured in recent efforts. Indicative state-of-the-art approaches include,
among others, the work presented in Little and Hunter (2004), and Hollink, Little
and Hunter (2005), where ontologies have been used to represent objects of the
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examined domain and their visual characteristics in terms of MPEG-7 descriptions,
and the ontological framework employed in Maillot and Thonnat (2005) that
employs domain knowledge, visual knowledge in terms of qualitative descriptions,
and contextual knowledge with respect to image capturing conditions, for the
purpose of object detection. Furthermore, in Dasiopoulou, Mezaris, Kompatsiaris,
Papastathis and Strintzis (2005), ontologies combined with rules have been pro-
posed to capture the processing steps required for object detection in video, while
in the approaches presented in Schober, Hermes and Herzog (2004) and Neumann
and Möller (2004), the inference services provided by description logics (DLs)
have been employed over ontology definitions that link domain concepts and visual
characteristics.

In this chapter, we propose an ontology-based framework for enhancing segment-
level annotations resulting from typical image analysis, through the exploitation of
visual context and topological information. The concepts (objects) of interest and
their spatial topology are modelled in RDFS (Brickley and Guha 2004) ontologies,
and through the use of reification, a fuzzy ontological representation is achieved,
enabling the seamless integration of contextual knowledge. The formalisation of
contextual information enables a first refinement of the input image analysis annota-
tions utilising the semantic associations that characterise the context of appearance.
For example, in an image from the beach domain, annotations corresponding to
concepts such as Sea and Sand are favoured contrary to those referring to concepts
such as Mountain and Car. The application of constraint reasoning brings further
improvement, by ensuring the consistency of annotations, through the elimination
of annotations violating the domain topology semantics, such as the case of the
Sky-annotated segment on the left of the Sea-annotated segment in Fig. 4.1.

Thereby, as illustrated in Fig. 4.1, the image analysis part is treated as a black box
that provides initial annotations on top of which the proposed context analysis and
constraint reasoning modules perform to provide for more reliable content descrip-
tions. The only requirement with respect to the image analysis is that the produced
annotations come with an associated degree of confidence. It is easy to see that
such a requirement is not restricting but instead reflects the actual case in image
analysis, where due to the inherent ambiguity, the similarities shared among differ-
ent objects, and the different appearances an object may have, it is hardly possible
to obtain unique annotations (labels) for each of the considered image segments.
Consequently, under such a framework, the advantages brought are threefold:

� Arbitrary image analysis algorithms can be employed for acquiring an initial set
of annotations, without the need for specialised domain-tuned implementations,
and integrated for achieving more complete and robust content annotations.

� The context-aware refinement of the degrees renders the annotations more reli-
able for subsequent retrieval steps, as the confidence is strengthened for the more
plausible annotations and lowered for the less likely ones, while false annotations
are reduced through the application of constraint reasoning.

� The use of ontologies, apart from allowing the sharing of domain knowledge and
providing a common vocabulary for the resulting content annotations (labels),
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Fig. 4.1 Ontology-based framework introducing context and constraint reasoning in image
analysis

ensures smooth communication among the different modules involved and facil-
itates interoperability with respect to future extensions with additional modules.

The rest of the chapter is organised as follows. Section 4.2 presents relevant work
in terms of utilising visual context and constraint reasoning approaches in semantic
image analysis, while in Section 4.3, the proposed framework is described, includ-
ing the specification and design of the ontology infrastructure. Section 4.4 details
the modelling and ontological representation of context of appearance and presents
the methodology for readjusting the initial degrees of confidence, while Section 4.5
describes the application of constraint reasoning for the purpose of consistent image
labelling. Experimental results and evaluation of the proposed framework are pre-
sented in Section 4.6, while Section 4.7 concludes the chapter.

4.2 Relevant Work

4.2.1 Context in Image Analysis

In semantic content-based image search and retrieval, research has shifted beyond
low-level colour, texture, and shape features in pursuit of more effective methods
of content access at the level of the meaning conveyed. Towards this goal, context
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plays a significant role as it allows performance to be enhanced by exploiting the
semantic correlation between the considered concepts. It is also rather true that in
the real world, objects always exist in a context. In principle, a single image taken
in an unconstrained environment is not sufficient to allow a computer algorithm
or a human being to identify the object. However, a number of cues based on the
statistics of our everyday visual world are useful to guide this decision. Identification
of an object in an image, or a close-up image of the same object, may be difficult
without being accompanied by useful contextual information. As an example, an
image of a cow is more likely to be present in a landscape environment, such as a
green field, whereas a desk is usually found indoors, or as depicted in Fig. 4.2, an
isolated close-up picture of a kitchen gadget or beach equipment is more difficult to
identify or enrol when considered out of the rest of the environmental information.

The added value of using context in image analysis becomes more apparent
when considering the number of analysis errors that often occur because of the
similarities in visual features such as colour, texture, edge characteristics, and so
on of the concepts considered. The advantages of context utilisation overwhelm
the required effort increase on object annotation and analysis, provided a moderate
balance, between the efforts spent on the identification and annotation of one object
and the total amount of objects annotated within an image, will be followed. Given
a particular domain, the rule of thumb, in order to obtain optimal results, is to iden-
tify a set of characteristic objects to be annotated, after statistically analysing the
objects’ co-occurrence in a subset of the entire dataset (e.g. 20% of the images).

A number of interesting enhanced analysis efforts have been reported including,
among others, the exploitation of co-occurrence information for the detection of
natural objects in outdoor images (Vailaya and Jain 2000; Naphade, Kozintsev and
Huang 2002). In Luo, Singhal and Zhu (2003), a spatial context-aware object detec-
tion system is presented that combines the output of individual object detectors into
a composite belief vector for the objects potentially present in an image. In Murphy,
Torralba and Freeman (2003), scene context is proposed as an extra source of global

Fig. 4.2 Isolated object vs.
object in context Isolated object Object in context
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information to assist in resolving local ambiguities, while in Boutell (2006), three
types of context are explored for the scene classification problem, namely spatial,
temporal, and image capture condition context in the form of camera parameters,
also examined in Boutell and Luo (2005). Context information in terms of a com-
bination of a region index and a presence vector has been proposed in Le Saux and
Amato (2004) for scene classification.

The aforementioned efforts indicate the shift witnessed towards utilising avail-
able contextual information in multimedia analysis. However, contrary to natural
language processing (NLP), where the use of context has been investigated thor-
oughly (Wiebe, Hirst and Horton 1996), the respective efforts in the field of mul-
timedia analysis are in a very early stage. The formal model of context semantics
and its application as described in Section 4.4 aims to contribute with a generic
methodology towards introducing and benefiting from contextual knowledge.

4.2.2 Constraint Reasoning in Image Analysis

Constraint reasoning has a long history, starting with the system SKETCHPAD
(Sutherland 1963) in the early 1960s. Later, Waltz formalised the notion of con-
straints in order to solve the problem of deriving a 3D interpretation of 2D line
drawings as the scene labelling problem (Waltz 1975). Haralick and Shapiro formu-
lated this problem even more generally as the labelling of image segments based on
automatic low-level processing techniques (Haralick and Shapiro 1979). However,
this original work was mainly formal, introducing the consistent labelling prob-
lem as a general set of problems, while in the approach proposed in this chapter
we provide a concrete instantiation of the scene labelling problem, deployed in a
real application setting. As discussed in the following, only a few other approaches
exist that employ constraint reasoning to introduce explicit knowledge about spatial
arrangements of real-life objects into the image interpretation process.

In Kolbe (1998), constraint reasoning techniques are employed for the iden-
tification of objects in aerial images. One main aspect of the presented study is
the handling of over-constrained problems. An over-constrained problem is a con-
straint satisfaction problem in which not all constraints can be satisfied simultane-
ously. In traditional constraint reasoning, this would mean that no solution exists
and the problem is consequently unsolvable. Several techniques were proposed to
solve such over-constrained problems, providing solutions that are close to optimal.
Kolbe specifically introduces a solving technique based on an information theory-
based evaluation measure. However, Kolbe uses, in addition, specialised constraints
between the image parts that render the proposed techniques less applicable to more
generic domains.

In Hotz and Neumann (2005), a configuration system is adopted to provide
high-level scene interpretations. The system is evaluated on table-laying scenes,
i.e. scenes where a table is laid and where the table is monitored by a camera.
The goal is to identify the purpose the table is laid for, e.g. “Dinner for Two”,
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“Breakfast”. Hotz and Neumann use well-defined domain models based on the
spatial arrangements of the concepts found within the given domain to introduce
reasoning into this task. The underlying interpretation of the spatial knowledge is
also based on the notion of constraints on variable assignments, although the ter-
minology of constraint reasoning is not used. The whole approach does not focus
solely on the application of spatial knowledge, but also on the inference of higher
level knowledge and the scene-specific interpretation of the image. However, again
the problem is extremely specific and relies on very well-defined domain models
that are unlikely to exist for broad domains such as the ones of “holiday” or “family”
images.

Finally, an interesting approach is presented in Srihari and Zhang (2000), where
images are annotated semi-automatically and a user can manually prune the search
space by specifying hints such as “An L-shaped building in the upper left corner”.
A constraint reasoner is employed to enforce the user hints. Obviously, this approach
uses the constraints in an ad hoc manner, and not as a domain model, which is the
case of the framework proposed in this chapter.

4.3 Ontology Infrastructure

The proposed ontology-based framework aims to serve as a generic, easy-to-extend
knowledge-based framework for enhancing available semantic image analysis anno-
tations through context-aware refinement and spatial consistency checking. As
such, the intended usage purpose imposes certain requirements with respect to
the knowledge infrastructure that constitutes the proposed framework’s backbone,
which reflect on the representation and engineering choices.

The first requirement refers to the need for smooth communication among the
involved modules while preserving the intended semantics. This practically means
that the annotations and the employed contextual and spatial knowledge have to be
captured and represented in such a way as to promote clean semantics and facilitate
exchange. The ontology languages that emerged within the Semantic Web initiative
constitute promising candidates as, due to their relation with logic and particularly
DLs, they provide well-defined semantics, while their XML-based syntax enhances
exchange across different applications. Among the available languages, OWL DL
constitutes the optimal choice with respect to expressivity and complexity trade-off.
However, as described in the following sections, the expressivity requirements of
the proposed framework restrict in subclass and domain/range semantics, thus not
justifying the use of OWL DL or Lite. Additionally, the need for incorporating
fuzziness into the representation on the one hand and the lack of a formal nota-
tion for accomplishing this on the other renders reification the only viable choice,
which in turn would cancel out the inference capabilities the adoption of OWL DL
would bring. For these reasons, the RDFS language was chosen for the employed
knowledge infrastructure.

An additional aspect relates to the kind of knowledge that needs to be captured.
Given that image analysis and annotation relate both to domain-specific aspects,
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i.e. the specific domain concepts and relations, and to media-related ones, i.e.
the structure of the labelled image, the corresponding knowledge infrastructure
needs to capture the knowledge of both aspects in an unambiguous, machine-
processable way. For the multimedia-related knowledge, the MPEG-7 specifica-
tions (Sikora 2001) have been followed, as it constitutes the main standardisation
effort towards a common framework for multimedia content description. Another
important requirement relates to the need for enabling extensibility in terms of
incorporating image analysis annotations that adhere to possibly different models
of the domain or media-related knowledge. To enable the smooth harmonisation
between such annotations, a reference point is needed so that the corresponding
intended meanings, i.e. ontological commitments, can be disambiguated and
correctly aligned. Consequently, the use of a core ontology through its rigorous
axiomatisation provides the means to handle more effectively terminological and
conceptual ambiguities.

As illustrated in Fig. 4.1, the developed knowledge infrastructure follows a mod-
ular architecture where different ontologies are utilised to address the different types
of knowledge required. Appropriate multimedia ontologies have been developed to
describe the structure and low-level features of multimedia content, which are har-
monised with the corresponding domain ontologies via the use of a core ontology.
The latter has been extended to cover the concrete spatiotemporal relations required
when analysing such content. Finally, a dedicated ontology has been developed to
provide the vocabulary and structure of the generated annotations. In the following,
we briefly overview the role of each of the ontologies. For further details, the reader
is referred to Bloehdorn, Petridis, Saathoff, Simou, Tzouvaras, Avrithis, Handschuh,
Kompatsiaris, Staab and Strintzis (2005).

4.3.1 Core Ontology

The role of the core ontology in this framework is threefold: (i) to serve as a starting
point for the engineering of the rest of the ontologies, (ii) to serve as a bridge allow-
ing the integration of the different ontologies employed, i.e. by providing common
attachment points, and (iii) to provide a reference point for comparisons among
different ontological approaches. In our framework, we utilise DOLCE (Gangemi,
Guarino, Masolo, Oltramari and Schneider 2002), which was explicitly designed as
a core ontology. DOLCE is minimal in the sense that it includes only the most
reusable and widely applicable upper-level categories, and rigorous in terms of
axiomatisation, as well as extensively researched and documented.

4.3.2 SpatioTemporal Extensions Ontology

In a separate ontology, we have extended the dolce:Region concept branch of
DOLCE to accommodate topological and directional relations between regions.
Directional spatial relations describe how visual segments are placed and relate
to each other in 2D or 3D space (e.g. left and above), while topological spatial
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relations describe how the spatial boundaries of the segments relate (e.g. touches
and overlaps). In a similar way, temporal relations have been introduced following
Allen interval calculus (e.g. meets, before).

4.3.3 Visual Descriptor Ontology

The visual descriptor ontology (VDO) models properties that describe visual charac-
teristics of domain objects. VDO follows the MPEG-7 visual part (ISO/IEC 2001),
with some modification so as to translate the XML schema and datatype definitions
into a valid RDFS representation.

4.3.4 Multimedia Structure Ontology

The multimedia structure ontology (MSO) models basic multimedia entities from
the MPEG-7 MDS (ISO/IEC 2003). More specifically, the MSO covers the five
MPEG-7 multimedia content types, i.e. image, video, audio, audiovisual, and mul-
timedia, and their corresponding segment and decomposition relation types. Apart
from the definition of classes (properties) reflecting the MPEG-7-defined descrip-
tions, additional classes (relations) have been introduced to account for descriptions
perceived semantically distinct, but treated ambiguously in MPEG-7 (such as the
concept of frame).

4.3.5 Annotation Ontology

The annotation ontology (AO) provides the schema for linking multimedia content
items to the corresponding semantic descriptions, i.e. for linking image regions to
domain concept and relation labels. Furthermore, it is the AO that models the uncer-
tainty with respect to the extracted labelling and allows the association of a degree
of confidence to each label produced by the analysis.

4.3.6 Domain Ontology

In the presented multimedia annotation framework, the domain ontologies are meant
to model the semantics of real-world domains that the content belongs to, such as
sports events or personal holiday images. They serve a dual role: (i) they provide
the vocabulary to be used in the produced annotations, thus providing the domain
conceptualisation utilised during retrieval, and (ii) they provide the spatial and con-
textual knowledge necessary to support the context-aware and constraint reasoning
refinements. As aforementioned, each domain ontology is explicitly aligned to the
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DOLCE core ontology, ensuring thereby interoperability between different domain
ontologies possibly used by different analysis modules.

4.4 Context Analysis

4.4.1 Ontology-Based Contextual Knowledge Representation

It should be rather clear by now that ontologies are suitable for expressing multime-
dia content semantics in a formal machine-processable representation that allows
manual or automatic analysis and further contextual processing of the extracted
semantic descriptions. Amongst all possible ways to provide an efficient knowledge
representation, we propose one that relies on concepts and their relationships. In
general, we may formalise domain ontologies as follows:

O = {C, {R}}, where R : C × C → {0, 1} (4.1)

where O is a domain ontology, C is a subset of the set of concepts described by the
domain ontology, and R is a possible semantic relation amongst any two concepts
that belong to C . In general, semantic relations describe specific kinds of links or
relationships between any two concepts. In the crisp case, a semantic relation either
relates (R = 1) or does not relate (R = 0) a pair of concepts with each other.

In addition, for a knowledge model to be highly descriptive, it must contain a
large number of distinct and diverse relations among its concepts. A major side
effect of this approach is the fact that available information will then be scattered
among them, making each one of them inadequate to describe a context in a mean-
ingful way. Consequently, relations need to be combined to provide a view of the
knowledge that suffices for context definition and estimation. In this work, we
utilise three types of relations, whose semantics are defined in the MPEG-7 stan-
dard, namely the specialisation relation Sp, the part relation P , and the property
relation Pr .

The last point to consider when designing such a knowledge model is the fact that
real-life data often differ from research data. Real-life information is, in principal,
governed by uncertainty and fuzziness, thus herein its modelling is based on fuzzy
relations. For the problem at hand, the above set of commonly encountered crisp
relations can be modelled as fuzzy relations and can be combined for the generation
of a meaningful fuzzy taxonomic relation, which will assist in the determination of
context. Consequently, to tackle such complex types of relations, we propose the
following “fuzzification” of the previous domain ontology definition:

OF = {C, {rpq}}, where rpq = F(R) : C × C → [0, 1] (4.2)

where OF defines a “fuzzified” domain ontology, C is again a subset of all possible
concepts it describes, and rpq denotes a fuzzy semantic relation amongst two
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concepts p, q ∈ C . In the fuzzy case, a fuzzy semantic relation relates a pair of
concepts p, q with each other to a given degree of membership, i.e. the value of rpq

lies within the [0, 1] interval. More specifically, given a universe U , a crisp set C is
described by a membership function µC : U → {0, 1} (as already observed in the
crisp case for R), whereas according to Klir and Yuan (1995), a fuzzy set F on C is
described by a membership function µF : C → [0, 1]. We may describe the fuzzy
set using the widely applied sum notation (Miyamoto 1990):

F =
n∑

i=1

ci/wi = {c1/w1, c2/w2, . . . , cn/wn} (4.3)

where n = |C| is the cardinality of set C and concept ci ∈ C . The membership
degree wi describes the membership function µF (ci ), i.e. wi = µF (ci ), or for the
sake of simplicity, wi = F(ci ). As in Klir et al., a fuzzy relation on C is a function
rpq : C × C → [0, 1] and its inverse relation is defined as r−1

pq = rqp. Based on
the relations rpq and for the purpose of image analysis, we construct the following
relation T with use of the corresponding set of fuzzy relations Sp, P , and Pr :

T = Tr t (Sp ∪ P−1 ∪ Pr−1). (4.4)

Based on the roles and semantic interpretations of Sp, P , and Pr , as they are defined
in the MPEG-7 MDS (ISO/IEC 2003), it is easy to see that Equation (4.4) combines
them in a straightforward and meaningful way, utilising inverse functionality where
it is semantically appropriate, i.e. where the meaning of one relation is semantically
contradictory to the meaning of the rest on the same set of concepts. The set of the
above relations is either defined explicitly in the domain ontology or is considered to
be a superset of the set defined in the latter. Most commonly encountered, a domain
ontology includes some relations between its concepts that are all of the SubclassOf
type, and consequently, we extend it by defining additional semantic relations. The
transitive closure relation extension T r t is required in both cases, in order for T
to be taxonomic, as the union of transitive relations is not necessarily transitive, as
discussed in Akrivas, Wallace, Andreou, Stamou and Kollias (2002).

The representation of this concept-centric contextual knowledge model follows
the resource description framework (RDF) standard (Becket and McBride 2004)
proposed in the context of the Semantic Web. RDF is the framework in which
Semantic Web metadata statements can be expressed and represented as graphs.
Relation T can be visualised as a graph, in which every node represents a con-
cept and each edge between two nodes constitutes a contextual relation between the
respective concepts. Additionally, each edge has an associated membership degree,
which represents the fuzziness within the context model. A sample graph derived
from the motor-sports domain is depicted in Fig. 4.3.

Representing the graph in RDF is a straightforward task, since the RDF struc-
ture itself is based on a similar graph model. Additionally, the reification technique
(Brickley and Guha 2004) was used in order to achieve the desired expressiveness
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Fig. 4.3 Graph
representation example –
motor-sports domain

and obtain the enhanced functionality introduced by fuzziness. Representing the
membership degree associated with each relation is carried out by making a state-
ment about the statement, which contains the degree information. Representing
fuzziness with such reified statements is a novel but acceptable way, since the rei-
fied statement should not be asserted automatically. For instance, having a statement
such as Motor-sportsScene part Car, which means that a car is part of a motor-sports
scene, and a membership degree of 0.75 for this statement does obviously not entail
that a car is always a part of a motor-sports scene. A small illustrative example is
provided in Table 4.1 for an instance of the specialisation relation Sp. As defined
in the MPEG-7 standard, Sp (x, y) > 0 means that the meaning of x “includes” the
meaning of y; the most common forms of specialisation are subclassing, i.e. x is a
generalisation of y, and thematic categorisation, i.e. x is the thematic category of
y. In the example, the RDF subject wrc (World Rally Championship) has special-
isationOf as an RDF predicate and rally forms the RDF object. Additionally, the
proposed reification process introduces a statement about the former statement on
the specialisationOf resource, by stating that 0.90 is the membership degree to this
relation.

4.4.2 Visual Context Analysis

Since visual context is acknowledged to be a difficult notion to grasp and cap-
ture (Mylonas and Avrithis 2005), we restrict it herein to the notion of ontological
context, as the latter is defined on the “fuzzified” version of traditional ontologies
presented in Section 4.4.1. From a practical point of view, we consider context as

Table 4.1 Fuzzy relation representation: RDF reification

<rdf:Description rdf:about=“#s1”>
<rdf:subject rdf:resource=“&dom;wrc”/>
<rdf:predicate rdf:resource=“&dom;specialisationOf”/>
<rdf:object> rdf:resource=“&dom;rally”</rdf:object>
<rdf:type rdf:resource=“http://www.w3.org/1999/02/22-rdf-syntax-ns#Statement”/>
<context:specialisationOf rdf:datatype=“http://www.w3.org/2001/XMLSchema#float”>0.90<

/context:specialisationOf>
</rdf:Description>
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information depicted by specific domain concepts that are identified and whose rela-
tions are analysed based on the utilised data set and not by external factors, such as
EXIF metadata.

In a more formal manner, the problem that this work attempts to address is sum-
marised in the following statement: the visual context analysis algorithm readjusts
in a meaningful way the initial label confidence values produced by the prior steps of
multimedia analysis. In designing such an algorithm, contextual information resid-
ing in the aforementioned domain ontology is utilised. In general, the notion of
context is strongly related to the notion of ontologies since an ontology can be seen
as an attempt towards modelling real-world (fuzzy) entities, and context determines
the intended meaning of each concept, i.e. a concept used in different contexts may
have different meanings. In this section, the problems to be addressed include how to
meaningfully readjust the initial membership degrees and how to use visual context
to influence the overall results of knowledge-assisted image analysis towards higher
performance.

Based on the mathematical background described in the previous sections, we
introduce the algorithm used to readjust the degree of membership µa(c) of each

concept c in the fuzzy set of candidate labels La =
|C|∑
i=1

ci/µa(ci ) associated with a

region a of an image in an image scene. Each specific concept k ∈ C present in the
application domain’s ontology is stored together with its relationship degrees rkl to
any other related concept l ∈ C .

Another important point to consider is the fact that each concept has a different
probability of appearing in the scene. A flat context model (i.e. relating concepts
only to the respective scene type) would not be sufficient in this case. We model a
more detailed graph where ideally concepts are all related to each other, implying
that the graph relations used are in fact transitive. As can be observed in Fig. 4.3,
every concept participating in the contextualised ontology has at least one link to the
root element. Additional degrees of confidence exist between any possible connec-
tions of nodes in the graph, whereas the root motor-sports element could be related
either directly or indirectly with any other concept. To tackle cases where more than
one concept is related to multiple concepts, the term context relevance crdm(k) is
introduced, which refers to the overall relevance of concept k to the root element
characterising each domain dm. For instance, the root element of the motor-sports
domain is concept cmotorsports . All possible routes in the graph are taken into con-
sideration, forming an exhaustive approach to the domain, with respect to the fact
that all routes between concepts are reciprocal.

An estimation of each concept’s degree of membership is derived from direct
and indirect relationships of the concept with other concepts, using a meaningful
compatibility indicator or distance metric. Depending on the nature of the domains
provided in the domain ontology, the best indicator could be selected using the max
or the min operator, respectively. Of course the ideal distance metric for two con-
cepts is again one that quantifies their semantic correlation. For the problem at hand,
the max value is a meaningful measure of correlation for both of them. A simplified
example derived again from the motor-sports domain ontology, assuming that the
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Fig. 4.4 Graph representation
example – compatibility
indicator estimation

only available concepts are motorsports (the root element – denoted as m), asphalt
(a), grass (g), and car (c), is presented in Fig. 4.4 and summarised in the following:
let concept a be related to concepts m, g, and c directly with: ram , rag , and rac,
while concept g is related to concept m with rgm and concept c is related to concept
m with rcm . Additionally, c is related to g with rcg . Then, we calculate the value for
crdm(a):

crdm(a) = max{ram, ragrgm , racrcm, ragrcgrcm, racrcgrgm}. (4.5)

The general structure of the degree of membership re-evaluation algorithm is as
follows:

1. Identify an optimal normalisation parameter np to use within the algorithm’s
steps, according to the considered domain(s). The np is also referred to as
domain similarity, or dissimilarity, measure and np ∈ [0, 1].

2. For each concept k in the fuzzy set La associated with a region in a scene with a
degree of membership µa(k), obtain the particular contextual information in the
form of its relations to the set of any other concepts: {rkl : l ∈ C, l �= k}.

3. Calculate the new degree of membership µa(k) associated with the region, based
on np and the context’s relevance value. In the case of multiple concept relations
in the ontology, when relating concept k to more than one concept, rather than
relating k solely to the “root element” re, an intermediate aggregation step should
be applied for k: crk = max {rkre , . . . , rkm}. We express the calculation of µa(k)
with the recursive formula:

µn
a(k) = µn−1

a (k) − np(µn−1
a (k) − crk) (4.6)

where n denotes the iteration used. Equivalently, for an arbitrary iteration n,

µn
a(k) = (1 − np)n · µ0

a(k) + (1 − (1 − np)n) · crk (4.7)

where µ0
a(k) represents the original degree of membership.

In practice, typical values for n reside between 3 and 5. Interpretation of the
above equations implies that the proposed contextual approach will favour confident
degrees of membership for a region’s concept in contradistinction to non-confident
or misleading degrees of membership. It will amplify their differences, while on the
other hand it will diminish confidence in clearly misleading concepts for a specific
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region. Furthermore, based on the supplied ontological knowledge, it will clarify
and solve ambiguities in cases of similar concepts or difficult-to-analyse regions.

A key point in this approach remains the definition of a meaningful normalisa-
tion parameter np. When re-evaluating this value, the ideal np is always defined
with respect to the particular domain of knowledge and is the one that quantifies
its semantic correlation to the domain. Application of a series of experiments on
a training set of images for every application domain results in the definition of
an np corresponding to the best overall evaluation score values for each domain.
Thus, the proposed algorithm readjusts in a meaningful manner the initial degrees
of membership, utilising semantics in the form of the contextual information that
resides in the constructed “fuzzified” ontology.

4.5 Constraint Reasoning to Eliminate Ambiguities
in Labelled Images

So far, the initial labelling provides a hypothesis set of labels for each segment, that
is computed based on the low-level features extracted from the specific segment.
Each label is associated with a degree of confidence, indicating how likely the label
is to be depicted. The context algorithm introduces global context into the labelling
by readjusting the degrees for each label. In this section, we will discuss the appli-
cation of spatial knowledge to the initially labelled image, with the goal to identify
a final and spatially consistent labelling. The spatial knowledge will be represented
by a set of spatial constraints, and the initially labelled image will be transformed
into a constraint satisfaction problem (CSP), which will be solved using standard
constraint reasoning techniques.

4.5.1 Constraint Satisfaction Problems

Informally, a constraint satisfaction problem (CSP) consists of a number of variables
and a number of constraints. A variable is defined by its domain, i.e. the set of values
that can be assigned to the variable, and a constraint relates several variables and
thereby restricts the legal assignments of values to each of the involved variables.
Constraint reasoning is the process of computing a solution to the given CSP, i.e.
an assignment of values to the variables that satisfy all the given constraints on
the variable.

In Fig. 4.5, a simple CSP is depicted, containing three variables x , y, and z and
three constraints. The domains of x , y, and z are D(x) = {1, 2, 3}, D(y) = {2, 3, 4},
and D(z) = {2, 3}. The constraints are x = y, x = z, and y = z, so that in a solution
to the problem, the values of x , y, and z must be equal.

Formally, a CSP consists of a set of variables V = {v1, . . . , vk} and a set
of constraints C = {c1, . . . , cl}. Each variable vi has an associated domain
D(vi ) = {l1, . . . , lm}, which contains all values that can be assigned to vi . Each
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Fig. 4.5 A simple constraint
satisfaction problem
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constraint c j is a relation on the domains of a set of variables, v1, . . . , vr ∈ V , such
that a constraint c j is defined as c j ⊆ D(v1) × · · · × D(vr ). The constraint is said
to be solved iff both c j = D(v1) × · · · × D(vr ) and c j is non-empty. A CSP is
solved iff both all of its constraints are solved and no domain is empty and failed iff
it contains either an empty domain or an empty constraint.

A variety of techniques have been proposed to solve constraint satisfaction prob-
lems, and they are usually collected under the name constraint reasoning. One can
distinguish between two major types of solving techniques: consistency techniques
and search methods. Consistency techniques try to simplify subproblems of a given
CSP. However, a CSP that is locally consistent, i.e. where each relevant subproblem
is consistent, is not necessarily (and in fact usually not) globally consistent. As an
example consider arc consistency. Arc consistency only considers one constraint at
a time. The constraint is said to be arc consistent if for each assignment of a domain
value to a variable of the constraint, assignments to all other related variables exist
that satisfy the constraint. This variable is said to have support in the other domains.
A CSP is arc consistent if each of its constraints is arc consistent.

Now, in the example of Fig. 4.5, the domain of x, y, and z would all be reduced to
{2, 3} by an arc consistency algorithm. One can easily verify this, since an assign-
ment of 1 to x would in every case violate the constraint x = y, since 1 is not a
member of D(y), and the same is true for an assignment y = 4, which has support
neither in D(x) nor in D(z).

Local consistency can remove values from the domains of variables that will
never take part in a solution. This can already be useful in some scenarios, but
usually one searches for a concrete solution to a given CSP, i.e a unique assignment
of values to variables that satisfy all the given constraints. As we can see from the
example, an arc consistent CSP does not provide this solution directly. Obviously,
assigning an arbitrary value from the remaining domains will not yield a valid solu-
tion. For instance, the assignment x = 2, y = 2, z = 3 only uses values from the
arc consistent domains, but it is not a solution.

Therefore, in order to compute a concrete solution, search techniques are
employed, such as backtracking. Often local consistency checks and search are
integrated in hybrid algorithms, which prune the search space during search using
local consistency notions and thus provide an improved runtime performance.
However, solving CSPs efficiently is highly problem specific, and a method that
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performs well for a specific problem might have a much worse performance in
another problem.

We will not further elaborate on local consistency notions and search techniques
since they are out of the scope of this chapter. We assume that standard methods
are employed to solve the constraint satisfaction problems we generate and that run-
time performance is of lower priority. In general, a good introduction to constraint
reasoning is given in Apt (2003). An overview of recent research in the field of
constraint reasoning can be found in the survey presented in Bartak (1999).

4.5.2 Image Labelling as a Constraint Satisfaction Problem

In order to disambiguate the region labels using a constraint reasoning approach, we
have to

1. represent the employed knowledge as constraints and
2. transform a segmented image into a CSP.

Spatial relations provide an important means to interpret images and disambiguate
region labels. Although heuristic, they give very valuable hints on what kind of
object is depicted in a specific location. So, one would never expect a car depicted
in the sky, or in the context of our framework, one would not expect the sky to be
depicted below the sea in a beach image. Obviously, in order to use spatial knowl-
edge for this kind of multimedia reasoning, the core elements are the spatial relations
between the regions and the knowledge about the expected spatial arrangements of
objects (i.e. labels) in a given domain.

It is obvious that, projected on the terminology of CSPs, the regions will become
variables of the resulting CSP and that the spatial relations will be modelled as
constraints on those variables. In the following section, we will first discuss how to
define spatial constraints and then, in the subsequent section, introduce the transfor-
mation of an initially labelled image into a CSP.

4.5.2.1 Spatial Constraints

The purpose of a spatial constraint is to reduce the number of labellings for a number
of segments that are arranged in a specific spatial relationship. In other words, if a
segment is above another segment, we want to make sure that the lower segment
only gets the label Sky if the upper one has a compatible label, such as Sky or
Cloud. We will therefore define for each spatial relation that we want to consider
a corresponding spatial constraint type that encodes the valid labellings as tuples
of allowed labels. We will also call this set of tuples the domain of the constraint
type. The concrete spatial constraint that is instantiated between a set of variables
will then be formed by the intersection of the constraint type domain and the cross-
product of the relevant variable domains.

Let S R now be the set of spatial relations under consideration and rt ∈ S R be a
spatial relation of type t . Furthermore, O is the set of all possible labels of a given
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application domain. We then define the domain of a spatial constraint type t to be
D(t) ⊆ On , with n being the arity of the spatial relation. Obviously, each tuple in
the domain of the constraint type is supposed to be a valid arrangement of labels for
the spatial relation of type t .

Now, let V := {v1, . . . , vn} be a set of variables related by a spatial relation rt ∈
S R and D(t) the corresponding domain for the spatial relation. A constraint ct

V of
type t on the set of variables V is now defined as ct

V := D(t)∩(D(v1)×· · ·×D(vn)).
Apparently, ct

V now is a relation on the variable domains containing only those
tuples that are allowed for the spatial relation rt .

Currently, we only consider two types of spatial relations: relative and absolute.
Relative spatial relations are binary and derived from spatial relations that describe
the relative position of one segment with respect to another, such as contained-in or
above-of. Absolute spatial constraints are derived from the absolute positions of seg-
ments on the image, such as above-all, and which are apparently unary constraints.

4.5.2.2 Transformation

In order to describe the transformation of an initially segmented and labelled image,
we will shortly introduce some formal notions. Let a labelled image be a tuple
I = (S, S R), where S is the set of segments produced by the initial segmentation
and S R is the set of spatial relations extracted by the spatial extraction module. For
each segment s ∈ S, the hypothesis set of initial labels is denoted as ls(s). The set
of all possible labels is named O and ls(s) ∈ O must hold. Each spatial relationship
rt ∈ S R is of type t and has an associated domain of D(t).

Transforming a labelled image into a CSP is now a straightforward process. For
each segment, a variable is created and the hypotheses sets become the domains of
the variables. For each spatial relation, a constraint with the corresponding type is
added. In the following, we will formalise the transformation.

Let I = (S, S R) be a labelled image as introduced above; then the algorithm to
transform I into a corresponding CSP is as follows:

1. For each segment s ∈ S create a variable vs .
2. For the newly created variable vs , set the domain to D(vs ) = ls(s).
3. Let S R be the set of all spatial relations defined in the domain knowledge, then

add for each spatial relation rt ∈ S R between a number of segments s1, . . . , sn ∈
S a constraint ct

{v1,...,vn} to the CSP, where v1, . . . , vn are the variables created
from s1, . . . , sn .

The result is a CSP conforming to what was introduced in Section 4.5.1. Standard
constraint reasoning techniques can be used to solve the CSP, and because of the
finiteness of the problem, all solutions can be computed. The latter property is quite
useful, since the degree of confidence produced during the initial labelling, which
is currently not employed during the constraint reasoning, can afterwards be used
to rank the solutions according to the labels’ degrees. If only one solution would be
computed, one would have to accept the first one found.



116 S. Dasiopoulou et al.
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Input Image Initial Hypothesis

Labelling without CSP Labelling after CSP

Fig. 4.6 Example of CSP application

An example is depicted in Fig. 4.6, where the input image, the initial set of
hypotheses, the corresponding labelling that would have been produced without
constraint reasoning, and the labelling after the constraint reasoning are depicted.
Please note that for the initial labelling, the labels with the highest score are kept
for each segment. It is easy to see that two errors were made by the segment clas-
sification. The topmost segment was labelled as Sea instead of Sky and one of the
small segments within the sand region was labelled with Sea. After applying the
constraint reasoning, both erroneous labels have been corrected. For the topmost
segment, the absolute spatial relation above-all restricts the segment to the label
Sky and the second wrong label was corrected using the contained-in constraint that
does not allow a Sand segment to contain a Sea segment.

4.6 Experimental Results and Evaluation

In this section, we present experimental results and evaluation of the enhancement
achieved by the application of the proposed context analysis and constraint reason-
ing modules over typical image analysis. As aforementioned, under the proposed
framework, image analysis is treated as a black box, and different implementations
can be used interchangeably. In the presented experimentation, we followed the
approach presented in Petridis, Bloehdorn, Saathoff, Simou, Dasiopoulou, Tzou-
varas, Handschuh, Avrithis, Kompatsiaris and Staab (2006) for two main reasons:
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Fig. 4.7 Image analysis architecture

(i) the presented approach is quite generic, not making use of domain-specific
implementation and tuning that would boost performance, and (ii) the produced
annotations adhere to the proposed framework ontology infrastructure, thus making
the application of the framework straightforward, without the need for an interme-
diate aligning step to harmonise the annotations’ semantics with the corresponding
framework.

The overall architecture of the analysis used for experimentation is illustrated
in Fig. 4.7. First segmentation is applied to partition the image into a set of seg-
ments. Subsequently, for each of the resulting segments, the dominant colour, homo-
geneous texture, and region shape descriptors are extracted, and additionally, the
spatial relations between adjacent segments are estimated. Initial sets of graded
hypotheses, i.e. sets of labels with associated degrees of confidence, are generated
for each image segment through the computation of matching distances between
each segment’s descriptors and the prototypical values defined for the consid-
ered domain objects. These prototypical values are created using the M-OntoMat-
Annotizer tool, which enables users to annotate segments with concepts from a
given ontology and then extract selected descriptors, thus allowing the linking of
low-level visual features to domain concepts (Petridis, Bloehdorn, Saathoff, Simou,
Dasiopoulou, Tzouvaras, Handschuh, Avrithis, Kompatsiaris and Staab 2006).

For the experimentation, a set of 150 images from the beach domain has been
assembled, 30 of which were used as the training set for estimating the parameter
values required for context analysis, as well as to statistically induce the initial fuzzy
values of relations utilised within the context ontology. The resulting 120 images
have first undergone the aforementioned analysis in order to obtain the correspond-
ing initial annotation (labelling). Then, the proposed framework was applied. First,
the context analysis module, exploiting the domain concepts’ associations and the
information extracted through training, readjusts the annotations’ degrees of confi-
dence towards more meaningful values. Secondly, the constraint reasoner, applying
the spatial rules on the contextually refined labels results in the removal of those that
violate the domain spatial topology. To quantify the performance of image analysis,



118 S. Dasiopoulou et al.

and allow us to measure the enhancement brought by the proposed framework, we
keep for each image segment the label with the highest degree of confidence from
the respective hypotheses set as the analysis results. Similarly, to measure the per-
formance of context analysis and constraint reasoning, the label with the highest
degree is kept for each segment.

To overcome the difficulties and cost in defining generally accepted pre-
annotated segmentation masks and avoid getting into a segmentation evaluation
process, a grid-based evaluation approach has been followed. This choice is justified
by the given evaluation context as well, since contrary to applications that require
very accurate object boundaries detection, it allows a certain tolerance for these
kinds of inaccuracies. More specifically, in the proposed evaluation framework,
ground truth construction and comparison against the examined annotations are
both performed at block level. The grid size is selected with respect to the desired
degree of evaluation precision: the smaller the block size, the greater the accuracy
attained. To evaluate an annotation, the corresponding annotated mask is partitioned
according to the selected grid size, and the annotations within each block are
compared to the ground truth.

To quantify the performance, we adopted the precision and recall metrics from
the information retrieval (IR) field. For each domain concept, precision (p) defines
the proportion of correctly annotated segments cf over all the number of segments
annotated with that concept f, while recall (r ) is the proportion of correctly anno-
tated segments over the number of segments depicting that concept in reality c.
To determine the overall performance per concept, all c, f, and cf for each of the
respective concepts are added up, and using the above formulae, overall precision
and recall values are calculated. Additionally, the F-measure was used to obtain
a single metric. The F-measure is the harmonic mean of precision and recall, i.e.
F = 2 pr/(p + r ), and contrary to the arithmetic mean, it gets large only if both
precision and recall are large. In the case that a concept was not depicted in an
image at all, all three values are set to 0, so that they do not influence the overall
computation. Furthermore, objects that appear in the test images but do not belong
to the supported set of concepts have not been taken into account, since they do not
add to assessing the proposed modules performance.

In the current experimentation, six concepts have been considered, namely Cliff,
Person, Plant, Sand, Sea, and Sky. In Table 4.2, the precision (p), recall (r ), and
F-measure ( f ) are given for the examined test images with respect to sole image
analysis, image analysis followed by context analysis, and image analysis followed
by constraint reasoning respectively, while in Table 4.3, the integrated performance
is shown. From the obtained results, one easily notes that in almost all cases, preci-
sion and recall improve. The actual percentage of the gained performance improve-
ment differs with respect to the concept considered, as each concept bears less or
more semantic information. For example, a lower improvement is observed with
respect to the concept Person, as due to over- and under-segmentation phenom-
ena the effects of the transition from 2D to 3D, and its generic context of appear-
ance a region depicting a Person may validly appear almost in any configuration
with respect to the rest of the domain concepts. Observing the integrated context



4 Visual Content Analysis 119

Table 4.2 Evaluation results for the beach domain (where IA, CTX and CSP stand for image
analysis, context, and constraint reasoning, respectively)

IA IA+CTX IA+CSP

Concept p r f p r f p r f

Cliff 0.09 0.20 0.12 0.30 0.94 0.46 0.47 0.40 0.44
Person 0.56 0.40 0.47 1.00 0.07 0.14 0.61 0.40 0.48
Plant 0.35 0.77 0.48 0.72 0.26 0.38 0.85 0.89 0.87
Sand 0.82 0.80 0.81 0.90 0.95 0.92 0.81 0.94 0.87
Sea 0.87 0.58 0.70 0.90 0.83 0.86 0.87 0.49 0.63
Sky 0.86 0.89 0.87 0.94 0.94 0.94 0.80 0.95 0.87
AVG 0.73 0.73 0.73 0.84 0.85 0.84 0.77 0.75 0.76

Table 4.3 Evaluation results for the beach domain for the combined application of context and
constraint reasoning over image analysis

IA+CTX+CSP

Concept p r f

Cliff 0.38 0.94 0.54
Person 1.00 0.14 0.25
Plant 0.82 0.48 0.61
Sand 0.90 0.97 0.93
Sea 0.90 0.86 0.88
Sky 0.95 0.91 0.93
AVG 0.86 0.86 0.86

analysis and constraint reasoning results, it is noted that the latter adds only a little
to the attained performance, compared to when combined with image analysis only.
However, given the set of concepts currently supported and the inaccuracies of the
segmentation, this is an expected outcome. Having a broader set of concepts from
different and possibly partial overlapping domains (in terms of concepts included)
would lower the context refinement accuracy and would make more evident the role
of spatial consistency for disambiguation.

4.7 Conclusions and Further Discussions

In this chapter, we have proposed an ontology-based framework for enhancing
semantic image analysis through the refinement of initially available annotations
by means of explicit knowledge about context of appearance and spatial constraints
of the considered semantic objects. Following the proposed framework, one can
smoothly integrate independent analysis modules benefiting from the knowledge
sharing facilities provided by the use of ontologies and from the sole dependency of
context analysis and constraint reasoning from the available knowledge that decou-
ples them from the actual analysis. Consequently, the main contributions of the
proposed framework can be summarised as follows: (i) the formal representation
of context of appearance semantics in an ontology compliant way that facilitates its
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integration within knowledge-based multimedia analysis, and a methodology for its
application; (ii) the adoption of a constraint problem solving methodology within
the semantic image annotation domain for addressing topological knowledge; and
(iii) the proposed framework that supports its applicability and extensibility to dif-
ferent image analysis applications.

Future directions include further investigation of the proposed framework using
more concepts, thereby making available additional knowledge, i.e. more spa-
tial constraints and contextual associations. More specifically, with respect to the
constraint reasoner, a fuzzified extension is under investigation in order to pro-
vide greater flexibility and better scalability to broader domains. Introducing such
uncertainty support will enable the handling of situations that cannot be adequately
modelled in the provided domain knowledge, and for which the current crisp imple-
mentation may fail to provide a solution, i.e. none of the values may satisfy the
constraints. Another appealing characteristic of using a fuzzy CSP approach is that
preferences among certain solutions can be captured, as for instance solutions where
the sea is above the sand. Furthermore, since the manual definition of constraints
for large numbers of concepts is infeasible and error-prone, a heuristic approach
towards a more efficient acquisition needs to be investigated. With respect to con-
textual knowledge modelling and utilisation, an interesting future aspect refers to
the exploration of additional semantic associations between the concepts that par-
ticipate in a domain and the interdependencies that emerge from overlapping sets
of concepts between different domains. Finally, experimentation with alternative
analysis modules or their combination would provide useful and concrete insight
into the proposed framework contribution in real applications scenarios.
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Chapter 5
Audio Content Analysis

Juan José Burred, Martin Haller, Shan Jin, Amjad Samour,
and Thomas Sikora

5.1 Introduction

Since the introduction of digital audio more than 30 years ago, computers and signal
processors have been capable of storing, modifying and transmitting sound signals.
Before the advent of the Internet, compression technologies and digital telephony,
such systems were aimed at the highest possible reproduction quality from physical
media, or constrained to very specialised voice recognition or security systems. The
first set of widespread techniques aimed at the extraction of semantics from audio
were automatic speech recognition (ASR) systems. In the last couple of years, large-
scale, online distribution of high-quality audio has become a reality, widening the
type of sounds to be analysed to music and any other kind of sounds, and shifting
computers to the central position on the user side of the audio distribution chain.
This has mainly been motivated by the advances in audio compression algorithms,
especially the enormously successful MP3, and in network technologies.

Audio content analysis (ACA), i.e. the automatic extraction of semantic informa-
tion from sounds, arose naturally from the need to efficiently manage the growing
collections of data and to enhance man–machine communication. ACA typically
delivers a set of numerical measures from the audio signals, called audio features,
that offer a compact and representative description. Such measures are usually called
low-level features to denote that they represent a low level of abstraction. Although
the classification is not strict, it is possible to consider as low-level features the
measures most directly tied to the shape of the signal in the time or spectral domain,
and which are mostly applicable to any kind of audio. Mid- and high-level features
provide information more easily processed and usable by humans like phonemes,
words or prosody in the case of speech or melody, harmony and structure in the
case of music. To ensure interoperability, both low- and mid-level features can be
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conveyed as metadata by standardised syntactical formalisations, the most important
of which is the audio part of the MPEG-7 standard (ISO/IEC 2002), based on the
XML mark-up language.

As a demanding pattern recognition problem, most ACA systems are still in
the development and testing stage, with the exception of speech recognition sys-
tems. However, the advent of collaborative filtering methods and of semantic web
technologies in the last couple of years allows us to envisage effective multimedia
information retrieval systems that combine social and cultural metadata (i.e. the
context) with the signal-related features (the content). Fixed taxonomies are evolv-
ing into dynamic ontologies that can encompass metadata from very heterogeneous
sources; syntactic languages such as XML are evolving into semantic languages
such as OWL (web ontology language). Sound data plays a crucial role in this
paradigm shift since it represents both the most natural way of human communica-
tion (speech) and the most powerful digital entertainment industry (music). Several
online services that are solely based on cultural or manually annotated metadata,
and which will be mentioned later in the chapter, are enjoying a huge success to
the present date. The current challenge is to combine that information with the
features delivered by ACA in such a way that both robustness and usability are
enhanced.

The role of ACA within the emerging semantic technologies is thus twofold.
On the one hand, it implements itself a powerful set of applications such as speech
recognition, speaker segmentation, or music analysis, which solve specific needs
of semantical access. On the other hand, it constitutes the basis of the bottom-up
approach to overcome the semantic gap by defining a mapping between physi-
cal features and ontologic knowledge representations. The latter aspect has only
recently been addressed, and little work has been done with generalised audio in this
context. One of the few works that follow an ontological approach to generalised
audio (i.e. speech, music, or noise) is the one by Nakatani and Okuno (1998). In
this case, an ontology has been used to integrate different systems for stream segre-
gation. More specific cases, like recommendation systems based on music ontolo-
gies, have gained more attention and will be briefly addressed in the corresponding
sections.

The present chapter provides an extensive insight into ACA techniques and their
state of the art, and presents several recent systems as illustration. After a brief
general overview (Section 5.2), this chapter follows the blocks in Fig. 5.1. The
audio classification and segmentation stage (Section 5.3) recognises the different
audio types contained in a general audio signal and their temporal borders. The
following analysis techniques are adapted to audio content. For a speech signal,
speaker segmentation or spoken content indexing can be applied. Speaker segmen-
tation (Section 5.4) identifies speaker change points and speaker identities. Spoken
content indexing and spoken document retrieval (Section 5.5) are used to extract the
text or even sub-word units from speech signals and use these metadata for retrieval
tasks. Music content analysis (Section 5.6) techniques are applied for music signals.
The chapter concludes (Section 5.7) with a summarisation and an outlook on further
research directions in the field of audio content analysis.
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5.2 Overview of Audio Content Analysis

In a general ACA system using supervised machine learning techniques, the fol-
lowing four stages can be identified: feature extraction, temporal feature integra-
tion, dimension reduction, training/testing and late information fusion, as shown in
Fig. 5.2. Feature extraction and training/testing are the two essential and mandatory
parts, whereas feature integration, dimension reduction, and information fusion are
optional. The following sections will introduce the mentioned building blocks.

5.2.1 Feature Extraction

ACA is based on the successive extraction of feature vectors (patterns) from the
original signals within time intervals of a given duration. The length of such an
analysis frame should be chosen in such a way that the extracted features remain
reasonably constant within it and is usually in the range of tens of milliseconds
(which is referred to as short-time rate). Most audio features are extracted on a
short-time basis, even if they can be later subjected to temporal integration over
longer time windows, as it will be explained later.

A wide variety of low-level audio features have been proposed. It is not the scope
of the present chapter to address feature extraction in detail; instead, we will briefly
mention some of the most important ones. The Mel frequency cepstral coefficients
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(MFCCs), introduced by Davis and Mermelstein (1980), are often used due to their
good discriminative capabilities for a broad range of audio classification tasks,
combined with reasonable computational costs and signal independence. Perceptual
linear prediction (PLP) was proposed as another psychoacoustic feature extraction
method by Hermansky (1990). Useful low-level features such as root-mean-square
(RMS) energy, zero-crossing rate (ZCR), fundamental frequency, mean and standard
deviation of the squared spectrum, ratio between sub-band energies, spectrum flux,
and spectral roll-off have been described in related works, e.g. in Wang, Liu and
Huang (2000).

A comprehensive set of audio low-level features are defined within the MPEG-7
standard (ISO/IEC 2002) as part of the foundation layer and are described in more
detail in Kim, Moreau and Sikora (2005). This set comprises basic (waveform,
power), basic spectral (envelope, centroid, spread and flatness), signal parameter
(fundamental frequency, harmonicity), timbral temporal (log attack time, temporal
centroid), timbral spectral (harmonic spectral centroid, deviation, spread, variation
and spectral centroid), and spectral basis (spectrum projection and basis) descrip-
tors as well as a silence descriptor. The first amendment of the MPEG-7 audio part
(ISO/IEC 2004) introduces additional audio low-level features (background noise
level, relative delay, balance, DC offset, cross-channel correlation, and bandwidth)
for the audio signal quality on an audio segment level.

5.2.2 Information Fusion

Information fusion techniques combine different sources of information for a new
representation or for decision-making. Following Sanderson and Paliwala (2004),
these techniques can be subdivided into three categories: pre-mapping (early
fusion), midst-mapping and post-mapping (late fusion). Temporal feature inte-
gration can be seen as a pre-mapping of short-time features into measures regarding
the long-term properties. Also, the concatenation of feature vectors from differ-
ent feature extraction methods is a pre-mapping technique. The midst-mapping
technique, however, performs feature fusion later during the classification process.
This technique addresses the problem of fusion of features coming from different
modalities with different temporal resolutions. Finally, late information fusion or
post-mapping takes place after the classification. Both early and late information
fusion techniques are addressed in the following two sections.

5.2.2.1 Temporal Feature Integration

In some cases (such as in music analysis systems), the timely variation of the
features is more descriptive of the content than the short-time feature values them-
selves. Therefore, a sequence of short-time feature vectors spanning a certain tex-
ture window (usually in the range of seconds) can be grouped into a single vector
capturing their statistical behaviour during that time. The features created by tem-
porally integrating short-time feature vectors are called sub-features.
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One simple example of feature integration is to compute the mean and vari-
ance of each short-time feature during the texture window and to define the new
sub-feature vector with their values. More sophisticated techniques include using
the coefficients of an autoregressive (AR) model as sub-features, or multivariate
techniques accounting also for the correlation between different features (Meng and
Shawe-Taylor 2005).

5.2.2.2 Late Information Fusion

Late information fusion techniques combine the results of different classifiers for
decision-making. Depending on the classifier type, the results can be either hard
decisions or a set of confidence values. In the former case, decision fusion methods
are used together with hard decisions for specific classes. This includes majority
voting, combination of ranked lists and the application of AND or OR operations.
In the latter case, opinion fusion (also known as score fusion or expert fusion) tech-
niques can be applied to confidence values yielded by different classifiers.

5.2.3 Dimension Reduction

A well-known phenomenon in pattern recognition, the curse of dimensionality,
states that increasing the number of features used for classification (i.e. the dimen-
sionality of the feature space), with the corresponding increase in computational
requirements, does not necessarily result in higher classification accuracies. Occa-
sionally, it can even produce worse results (see Chapter 9). To avoid this, some sys-
tems include a dimension reduction step prior to classification, which should have
as little influence on the classification accuracy as possible. Dimension reduction is
usually performed either by automatic feature subset selection (FSS) algorithms or
by adaptive linear transforms such as principal component analysis (PCA), which is
optimal for representation or compression purposes, or linear discriminant analysis
(LDA), optimal for classification purposes. In the case of FSS, a subset of features
is selected out of the initial set of features according to a certain objective func-
tion. In the transformation case, the original features are combined as a weighted
sum to create new ones with enhanced discriminative capabilities. Typically, in
audio applications, a reduction of 1/4 to 1/3 of the original dimensionality can be
achieved without significantly affecting the performance, although this can greatly
vary depending on the features and classifier used.

5.2.4 Machine Learning: Supervised Classification and Clustering

Pattern classification can be either supervised or unsupervised. Supervised clas-
sification works on the basis of a predefined class taxonomy. The term super-
vised denotes that the algorithm developer must rely on a training database, i.e. a
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collection of feature vectors that must have been previously labelled manually,
and that he will use to derive the decision process involved in the classification.
This training can be done, e.g. by estimating the parameters of the probability dis-
tribution which is assumed to model the classes (parametric methods), or, more
generally, by partitioning the sample space into class regions delimited by deci-
sion boundaries. Then, the classification rule is applied to unknown incoming fea-
ture vectors to assign class membership. Examples of supervised systems include
speaker verification, speech recognition, music genre classification and musical
instrument classification. Many standard methods of pattern recognition are used
within audio applications, including k-nearest neighbour (k-NN) classifiers, Gaus-
sian mixture models (GMM), support vector machines (SVM), hidden Markov mod-
els (HMM) and neural networks. The interested reader is referred to Duda, Hart and
Stork (2000) or Theodoridis and Koutroumbas (2006).

Figure 5.3 shows an example of a generic supervised audio classification process
using temporal feature integration. The short-time features extracted from the audio
signal (here are shown, as an example, root-mean-square energy, spectral centroid
and flatness) are measured statistically over longer texture windows (in the range
of seconds) in order to capture long-term behaviours. These measurements form
the elements of a feature vector. In the feature space, the unlabelled input vector
(denoted in the figure by the question mark) is assigned a class according to its posi-
tion relative to decision boundaries, which are derived from a collection of labelled
vectors (shown here for two different classes as dark and light points) during the
training process.
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In the case of unsupervised classification, also called clustering, there is no pre-
defined taxonomy, and the algorithm groups sound examples following some sim-
ilarity measure. The input to these systems is an unlabelled set of sound samples,
and an iterative algorithm creates clusters in a similarity space, where each point
represents a sample and the distance between points the grade of measured similar-
ity. Appropriate techniques in this context include k-means clustering, hierarchical
clustering and self-organising maps (SOM). Applications include speaker segmen-
tation, query by example scenarios and music recommendation systems. Hierarchi-
cal clustering will be addressed in Section 5.4 in the context of its application to
speaker segmentation.

5.3 General Audio Classification and Segmentation

5.3.1 General Audio Signals and Source Separation

A general audio signal can be conceived as a mixture produced by an arbitrary
and unknown number of superposed audio sources. The signal is recorded with an
arbitrary number of microphones and can be represented with digitised samples in
a multi-channel setup. Such a general audio signal can obviously contain different
types of audio (e.g. music and/or speech). These signals can be pure or a mixture of
different audio types. Furthermore, the audio type or the mixture of audio types can
change over time. These changes can be abrupt or gradual.

This raises the question of which audio types appear and when in the audio sig-
nal. The question implicitly assumes that we are only interested in specific audio
types instead of recognising the underlying audio sources of the signal. Here, the
problem is simplified for general audio classification and segmentation using super-
vised machine learning techniques where the audio types are known in advance.
Audio analysis techniques can be applied independently for each channel or else the
channels can be pre-processed with source separation techniques. Source separation
aims at extracting the underlying audio events from a mixture and is therefore use-
ful for audio classification and segmentation. Furthermore, the separation of audio
sources is important in the context of music content analysis and will be discussed
in Section 5.6.2.

5.3.2 Audio Classification and Segmentation: The Starting
Point of ACA

The starting point of audio content analysis for a general time-dependent audio sig-
nal is the temporal segmentation of this signal in segments belonging to different
types of audio. Later in this chapter, the types are referred to as audio classes or
categories. Audio classification techniques recognise the audio category of the iden-
tified segments. Since some audio analysis techniques are more useful for specific
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categories of audio signals, the results of classification can be used to steer the
further analysis process. Therefore, general audio classification and segmentation
can be seen as a pre-processing step, as shown in Fig. 5.1. Then, the segments
can be analysed with content-adapted techniques such as spoken content indexing
or speaker segmentation for speech segments, musical content analysis for music
segments and other specialised techniques for other audio categories.

However, audio classification and segmentation does not only partition an audio
signal into speech or music segments. For subsequent content analysis or semantic
techniques, it is useful to recognise as many different audio categories as possible,
e.g. recognition of different environmental sounds. To this end, the audio classifica-
tion method needs a trained model for each audio category of interest.

5.3.3 Different Approaches for Audio Classification
and Segmentation

Methods for audio classification and segmentation can be distinguished with respect
to the order of classification and segmentation and the techniques used in each stage.
Three different approaches are possible here.

The first approach segments an audio signal initially, so that only segment bound-
aries are identified. Only the succeeding classification method recognises the most
probable class membership for these segments. The second approach classifies
at first parts of the audio signal. Then, the segmentation method determines the
segment boundaries, based on the prior classification results. Classification and
segmentation is achieved jointly in the third approach, e.g. with HMM and Viterbi
decoding.

All three approaches work with a certain temporal granularity. For instance,
such granularities could be analysis frames with a duration of tens of milliseconds,
longer-term windows with a duration of more than one second including several
frames or even a complete audio file. Finer temporal granularities have less feature
vectors available for classification than coarser granularities and class assignments
might be less correct. Thus, there exists a trade-off between temporal precision of
segmentation and precision of classification results for each segment.

Techniques for temporal segmentation can be further categorised into four differ-
ent approaches (Chen and Gopalakrishnan 1998; Kim, Moreau and Sikora 2005):
energy-, metric-, model-based, and hybrid. The energy-based segmentation method
measures the energy of an audio signal for the detection of silence. Metric-based
segmentation approaches identify segment boundaries at the maxima of distances
between succeeding windows. Such distances will be addressed in more detail
in Section 5.4.2. Model-based segmentation methods use supervised classification
techniques. Here, the different audio categories are known in advance. Therefore,
the partitioning of an audio stream in meaningful units with similar properties can
be performed without and with prior knowledge about the audio content. The combi-
nation of metric- and model-based segmentation techniques is referred to as hybrid
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segmentation. Here, after an initial metric-based segmentation, unsupervised clus-
tering algorithms are used to identify possible audio classes, and in the final pass,
model-based segmentation methods use trained models of these clusters.

5.3.4 Music/Speech Discrimination

Research by Saunders (1996) and Scheirer and Slaney (1997) inspired many
succeeding works aimed at the discrimination between music and speech. Saun-
ders (1996) presents a Gaussian classifier using statistical measures based on the
zero-crossing rate (ZCR) and short-time energy (STE). Scheirer and Slaney (1997)
examine 13 features with classification techniques such as GMM and k-NN.
As features, they use 4-Hz modulation energy, low-energy frame percentage,
spectral roll-off point, spectral centroid, spectral flux, ZCR, and others. Five
features are determined with temporal feature integration. Carey, Parris and Lloyd-
Thomas (1999) compare several features together with GMM as classification
method for music/speech discrimination. They compare MFCCs, amplitude, pitch,
ZCR and their delta (differential) values. Their experiments show that cepstral
coefficients and the corresponding delta values give the best performance along
with GMM classification. Arias, Pinquier and André-Obrecht (2005) use MFCC
features and compare GMM with SVM as classification techniques. They found
that SVMs obtain slightly better results for fewer training data in comparison with
GMM, which achieve slightly better results for large amounts of training data.

5.3.5 Sound Classification

Several works deal with general sound classes such as environmental sounds, back-
ground noises, foley, animal sounds, speech sounds and non-speech utterances.
They have to deal with small differences in the characteristics of features between
two different sounds. For higher numbers of audio categories it is of interest to have
a unified framework and not to have methods that are heavily dependent on spe-
cific audio categories. Therefore, the sound classification approach as combination
of feature extraction and classification techniques has to capture the properties of
sound that are significant for the recognition of different sounds and, at the same
time, be general enough for such varied audio categories.

Goldhor (1993) compares linear frequency cepstral coefficients and MFCCs
for the recognition of 23 environmental sounds with maximum likelihood (ML)
classification. Wold, Blum, Keislar and Wheaton (1996) propose statistical mea-
sures such as means, variances and autocorrelations of perceptual features such
as loudness, pitch, brightness, bandwidth, and harmonicity. Pfeiffer, Fischer and
Effelsberg (1996) use biologically inspired features for sound classification of gun-
shot, cry, and explosion. Foote (1997) uses MFCCs and energy as features to con-
struct a learning tree vector quantiser. Timbre and rhythm features are used along
with HMM classifiers by Zhang and Kuo (1999b). Hierarchical combination of an
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audio classification/segmentation stage with a few classes and a fine-level sound
classification is proposed by Zhang and Kuo (1999a). Logarithmic values from
the amplitude spectrum are used with HMM classifiers for the classification of 10
sound classes. Guo, Zhang and Li (2001) compare the machine-learning techniques
AdaBoost and SVM for perceptual features such as total power, sub-band powers,
brightness, bandwidth, pitch and MFCCs.

Casey (2001) proposes a framework for sound recognition that uses decorrelated,
dimension-reduced log-spectral features along with HMM classification for classes
such as speech, explosions, laughter and several musical instruments. This frame-
work leads to the MPEG-7 sound recognition tools (ISO/IEC 2002), where those
features are referred to as MPEG-7 audio spectrum projections (ASP).

Xiong, Radhakrishnan, Divakaran and Huang (2003) compare MPEG-7 ASP
with PCA and MFCC features for six sports-related categories with HMM classi-
fiers. Reported results are similar for both feature extraction methods. Kim, Burred
and Sikora (2004) make a further comparison for MPEG-7 ASP vs. MFCC features.
For the computation of ASP, the three basis decomposition algorithms PCA, ICA
and non-negative matrix factorisation (NMF) are used. They obtained 90.4% recog-
nition accuracy for 12 sound classes using MPEG-7 ASP with PCA and 93.2% for
MFCCs, both with 13 dimensions. The main finding for these sound recognition
experiments is that MFCC features outperform MPEG-7 ASP features for the con-
tinuous hidden Markov model (CHMM).

5.4 Speaker Segmentation

The automatic segmentation and classification of an audio stream according to
speaker identities is increasingly gaining in importance. This process is useful in
the task of automatic transcription and indexing of broadcast news or movie audio
data, speaker adaptation techniques for advanced speech recognition systems, and
speaker tracking in multimedia data processing. Previous research on speaker seg-
mentation has mainly focused on the three directions mentioned in Section 5.3.3:
metric-based segmentation, model-based segmentation, and hybrid segmentation
(Kim, Moreau and Sikora 2005). In Chen and Gopalakrishnan (1998) and Dela-
court and Wellekens (2000), model selection-based segmentation approaches are
investigated. The audio stream is segmented at the maxima of the distance between
neighbouring windows placed in evenly spaced time intervals. In Gauvain, Lamel
and Adda (1998) and Sönmez, Heck and Weintraub (1999), alternative model-based
approaches using GMM and HMM were investigated. For every speaker in the audio
recording, a model is trained and then maximum likelihood selection is performed to
find the best time-aligned speaker sequence. In Yu, Seide, Ma and Chang (2003) and
Kim, Moreau and Sikora (2005), it is shown that a hybrid algorithm which combines
metric-based and model-based techniques works significantly better than all other
approaches. A two-stage real-time speaker change detection approach for broadcast
news was proposed in Wu, Lu and Zhang (2003). In the “pre-segmentation” stage, a
universal background model (GMM-UBM) is used to categorise feature vectors into
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three sets: reliable speaker-related set, doubtful speaker-related set, and unreliable
speaker-related set. Potential speaker change boundaries are detected based on a dis-
tance measure. In the “refinement” stage, incremental speaker adaptation is applied
so that the potential speaker change boundaries can be confirmed and refined.
Although a lot of work has been done in utilising information from audio analysis
(speaker change detection, speaker recognition) for scene segmentation (Liu, Wang
and Chen 1998), shot clustering (Taskiran, Albiol, Torres and Delp 2004) and news
browsing (Qi, Gu, Jiang, Chen and Zhang 2000), there are few systems (Samour,
Karaman, Goldmann and Sikora 2007) that exploit video information to support
audio segmentation.

This section will mainly concentrate on the most common techniques for seg-
menting speech signals into speaker segments according to their identity. Due to
its importance to speaker segmentation, the next section will give a short overview
about hierarchical clustering methods.

5.4.1 Hierarchical Clustering

A basic process of hierarchical clustering which develops a correspondence between
any hierarchical clustering system and a particular type of distance measure was
introduced in Johnson (1967). Hierarchical clustering can be categorised into two
types: agglomerative (bottom–up) and divisive (top–down).

At the initial stage of agglomerative clustering, each entity is assigned to a single
cluster, so that the distance between clusters is equal to the distance between the
items they contain. At the next step, the algorithm merges the closest pair of clusters
according to a distance metric to build a bigger cluster. This step is repeated until all
entities of the entire data are merged into one single cluster. The divisive methods
consider the entire data as one cluster and split iteratively the object of this cluster
into finer groups. To determine if two clusters are sufficiently similar to be linked
together, a linkage rule is needed, which can be of one of the following types:

� Single linkage (minimum method): The distance between two clusters is consid-
ered to be equal to the shortest distance from any member of one cluster to any
member of the other cluster.

� Complete linkage (maximum method): The distance between two clusters is con-
sidered to be equal to the distance between their farthest members.

� Average linkage: The average distance is calculated from the distance between
each member in a cluster and all other members in another cluster. The clos-
est pair is merged together to form the new cluster. A variation on average-link
clustering is the UCLUS method by D’Andrade (1978), which uses the median
distance.

� Centroid linkage: This variation uses the group centroid as the average. The cen-
troid is defined as the centre of gravity of the cloud of points.

The result of hierarchical clustering is generally represented as a dendrogram
(tree), which summarises each operation (fusion or division) during the analysis
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steps. For speaker segmentation tasks, an agglomerative clustering algorithm is
often used in order to cluster the speaker segments that are previously detected by
the change point detection.

5.4.2 Metric-Based Speaker Segmentation

Metric-based segmentation consists of two main modules: change point detection
and clustering. In the first, the distance (dissimilarity) between two adjacent win-
dows that contain the acoustic feature vectors is computed. The acoustic features
(see Section 5.2.1) are extracted prior to the speaker change detection and they are
assumed to follow some probability density (usually Gaussian). The speech within
the two windows is considered to be spoken by the same speaker if the distance
between these windows is small. Otherwise, if the distance exceeds a predefined
threshold, the speech could be considered as being spoken by different speakers.
In the clustering module, the segments produced by the change point detection are
merged together if they contain speech from the same speaker. The dissimilarity
between two clusters is calculated using a distance measure. The clustering proce-
dure creates different clusters as output that ideally contain only one speaker. The
overall procedure of metric-based segmentation is depicted in Fig. 5.4.
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Fig. 5.4 Block diagram of metric-based segmentation



5 Audio Content Analysis 135

A variety of metric-based algorithms has been investigated in the literature. These
algorithms differ in the kind of distance measure they use, the way of evaluation and
thresholding of the distance values, and the choice of the window size. The most
popular distances used for speaker segmentation are symmetric Kullback-Leibler
distance (KL2), divergence shape distance (DSD), generalised likelihood ratio
(GLR), Mahalanobis distance, Bhattacharyya distance, and Gish distance. The latter
is a variation of the GLR distance and was presented in Gish and Schmidt (1994)
and Gish, Siu and Rohlicek (1991).

Consider two contiguous sequences (windows) of short-time feature vectors with
different sizes X1 = {x1 . . . xi} and X2 = {xi+1 . . . xN }, where N is the number of
feature vectors within both windows, and assume that the feature sequences X1 and
X2 are n-variate Gaussian distributed, X1 ∼ N(�X1 , μX1 ), X2 ∼ N(�X2 , μX2 ). The
distance measures mentioned above can be then used to calculate the dissimilarity
between those two audio sequences. As an example, the KL2 distance has been used
by Siegler, Jain, Raj and Stern (1997), Lu and Zhang (2002a,b), Campbell (1997),
Jørgensen, Mølgaard and Hansen (2006) and Hung, Wang and Lee (2000). The
DSD, which is a simplification of the Kullback-Leibler distance, was presented in
Campbell (1997) to reduce the sensitivity of the distance to various environment
conditions.

To improve the thresholding, which is important to detect potential speaker
change points, an automatic threshold setting method and some heuristic rules were
proposed in the work of Lu and Zhang (2002b). It is defined as

Thi = α

N

N∑

n=0

D(i − n − 1, i − n) (5.1)

where N is the number of previous distances used for predicting the threshold and
α is an amplifier coefficient.

GLR is used (Mori and Nakagawa 2001; Delacourt and Wellekens 2000; Liu and
Kubala 1999; Adami, Kajarekar and Hermansky 2002; Nakagawa and Suzuk 1993)
to decide whether the null hypothesis H0 (no speaker turn) or H1 (speaker turn at
time t) is true. For the actual computation of the likelihoods, one multivariate full-
covariance Gaussian model is estimated on each of the windows and on the union of
two windows. The null hypothesis H0 is preferred for a high GLR value, otherwise
H1 is favoured so that a speaker turn is detected at time t . Finally, Campbell (1997),
Pietquin, Couvreur and Couvreur (2001) and Hung et al. (2000) use the Mahalanobis
and Bhattacharyya distances as dissimilarity measures.

The metric-based methods have the advantage of low computation cost, and thus
are suitable for real-time applications (Cheng and Wang 2003). However, they have
the following drawbacks:

� It is difficult to decide an appropriate threshold.
� Each acoustic changing point is detected only by its neighbouring acoustic infor-

mation.



136 J.J. Burred et al.

� To deal with homogeneous segments of various lengths, the window length is
usually short (typically 2 s), so the feature vectors could be insufficient to obtain
robust distance statistics.

5.4.3 Model-Selection-Based Speaker Segmentation

The Bayesian information criterion (BIC) is a parametric model-selection method
which was first proposed by Schwarz (1978) to solve the problem of selecting a set
of candidate models with differing complexities, i.e. different number of parame-
ters and components, to fit an observed data set. The aim of modelling data is to
maximise the likelihood of the training data. This can be achieved by increasing the
model’s complexity. However, if the model is created with a very high complex-
ity, this may cause over-fitting. The BIC method is widely used for unsupervised
speaker segmentation and clustering. To apply BIC to speaker segmentation, acous-
tic features (e.g. MFCCs) are extracted typically every 20 ms from the incoming
audio stream. The basic problem is to find all the possible audio frames with a
speaker turn. With the assumption that a window X of consecutive feature vectors
{x1 . . . xN } is drawn from an independent multivariate Gaussian process and con-
tains at most one speaker change point at i ∈ (1, N), the segmentation problem
can be then cast as a model selection problem between the following two mod-
els: M1, where X = {x1 . . . xN } is drawn from a single Gaussian, and M2 where
X1 = {x1 . . . xi} is drawn from one Gaussian while X2 = {xi+1 . . . xN } from another
Gaussian. The variations of the BIC values between the two models is given by

�BICi = − NX

2
log |ΣX | + NX1

2
log

∣∣ΣX1

∣∣ + NX2

2
log

∣∣ΣX2

∣∣ + �D, (5.2)

where �X , �X1 and �X2 are the covariance matrices of the whole window X , the
subset X1 and the subset X2, respectively, and � is the penalty weight to compensate
for cases of small sample size NX , NX1 and NX2 are the number of acoustic vectors
in the complete sequence, the subset X1 and the subset X2, respectively, with the
penalty

D = 1

2

(
d + d(d + 1)

2

)
log(NX ), (5.3)

where d is the dimension of the acoustic feature vectors. The i th frame is a good
candidate segment boundary if �BICi > 0. The final change point decision can be
made via maximum likelihood estimation (MLE).

In Chen and Gopalakrishnan (1998), if there is no change point detected, the
window will grow in size to have more robust distance statistics. Otherwise, a new
window is started from the detected change point. This scheme is extremely com-
putationally expensive and therefore is not suitable for real-time applications. An
extension of this system was proposed by Tritschler and Gopinath (1999) and Zhou
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and Hansen (2000). A variable window scheme and some heuristics were applied to
the BIC framework while Hotelling’s T 2-statistics were used to preselect the candi-
date change point boundary before applying BIC to make the segmentation decision.
It was shown that an improvement in the final algorithm speed by an order of 100 can
be achieved. Two-pass techniques that take advantage of metric-based methods and
model selection-based methods were introduced in Delacourt and Wellekens (2000).
Metric-based segmentation was used in combination with a thresholding process to
detect the change points. Then BIC was used in the second pass to confirm or dis-
card the previously detected change points. The literature alludes to the threshold
independence, robustness and optimality of BIC in comparison with metric-based
methods. It should be noted, however, that it is hard to choose an applicable and
generally valid � for different audio files and acoustic conditions. BIC can be also
used as a similarity measure in order to apply the bottom-up hierarchical clustering,
as has been described in Section 5.4.1.

5.4.4 Model-Based Speaker Segmentation

Model-based segmentation is realised by using classical classification methods (see
Section 5.2.4). It is divided into a training step to build a set of models for differ-
ent speakers from a predefined training corpus and a testing (classification) step
to classify the incoming audio stream according to the generated models. First,
the incoming audio stream is split into smaller acoustic frames in order to apply
feature extraction (Section 5.2.1). A sliding window containing a sequence of the
extracted acoustic features is used for the segmentation. The content of the slid-
ing window is then classified as one of the predefined acoustic classes by using
maximum likelihood selection. Segmentation can be made at the location where a
change in the acoustic class occurs. The boundaries between the classes are used
as segment boundaries. A general scheme of model-based segmentation is shown
in Fig. 5.5. Most model-based algorithms are based on GMM, HMM, SVM, and
vector quantisation (VQ). In Mori and Nakagawa (2001), VQ distortion was used
as the segmentation criterion. A codebook was created by a VQ algorithm; the VQ
distortion is then calculated between the model and an utterance.

An HMM-based segmentation scheme was proposed by Wilcox, Chen, Kimber
and Balasubramanian (1994), in which an HMM network was used in the case of
known speakers while an agglomerative clustering algorithm was applied in the case
of unknown speakers. In the work of Sugiyama, Murakami and Watanabe (1993), a
similar system was proposed. The segmentation of an unknown number of speak-
ers was made using an ergodic HMM-based technique. The output probability was
obtained for the clustering step by assuming the number of speakers to be known.
Another system based on HMM was studied in Cohen and Lapidus (1996), which
was limited to discriminate between only two speakers in a telephone conversa-
tion. A segmentation scheme based on SVM was described in Kartik, Satish and
Sekhar (2005). Positive (data around the speaker change points) and negative (data
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Fig. 5.5 General scheme of model-based speaker segmentation

between the speaker change points) examples are used in training an SVM for
speaker change detection. Model-based approaches are robust and more accurate in
comparison with other segmentation techniques. The disadvantage of model-based
methods is that they require prior information to generate the speaker models. Fur-
thermore, the training step is an iterative procedure which make these algorithms
very time-consuming.

5.4.5 Hybrid Speaker Segmentation

The basic idea of hybrid speaker segmentation (Kemp, Schmidt, Westphal and
Waibel 2000; Yu et al. 2003; Kim, Moreau and Sikora 2005) is to combine metric-
based or model-selection-based approaches with model-based techniques. Model-
based methods achieve a very high level of segment boundary precision, while
metric-based methods yield better recall (for the definitions of recall and precision,
see Section 5.4.7). Hybrid segmentation aims at reducing false alarms caused by
metric-based segmentation. We evaluated the system presented in Kim, Moreau
and Sikora (2005) with exactly the same database and implementation. After many
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experiments and tuning of the threshold values for the different used metrics, we
achieved at least a maximum value for the F1-measure (5.4.7) of 87%, while (Kim,
Moreau and Sikora 2005) reported an F1-measure of 98.1%. Although the optimal
threshold value was selected, we did not achieve the same result of Kim. Without
any tuning of the threshold, an F1-measure of about only 64% could be achieved
for the various data sets. The setting of the threshold value depends on the data
sets used for the segmentation. Bad selection of the threshold value would directly
affect the precision and recall values, and in consequence the result of the clustering.
That leads to the creation of incorrect models for the individual speakers. Thus,
the re-segmentation (model-based segmentation) results will be negatively affected.
Therefore, hybrid segmentation can only provide good results if the speaker change
detection provides reliable results.

5.4.6 Multimodal Speaker Segmentation

A lot of work has been done in utilising information from audio analysis (speaker
change detection, speaker recognition) for scene segmentation (Liu et al. 1998),
shot clustering (Taskiran et al. 2004) and news browsing (Qi et al. 2000). In Samour
et al. (2007), two approaches (see Fig. 5.6) were proposed that consider temporal

(a) Approach 1: Post-processing.

(a) Approach 2: Adaptation.
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Fig. 5.6 Multimodal speaker change detection
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information from video for improving the audio-based speaker change detection.
Speaker change points often coincide with shot boundaries, especially in edited AV
data (broadcast news, discussions).

Figure 5.6(a) depicts the first method which operates as a post-processing step
using the output of each module (speaker change detection and shot boundary detec-
tion (SBD)). With the assumption that the results of the modules yield a low miss-
detection rate (false negative rate) and high false alarm rate (false positive rate),
the purpose of this system is to reduce the false positive number of speaker change
points as much as possible.

The temporal distance between all detected change points C = {c1, c2, . . . , cM }
and all detected shot boundaries S = {s1, s2, . . . , sN } is computed. A temporal
threshold Thd is set according to the maximum delay between shot boundaries
and speaker change points for this kind of edited video material. The available
change point with the smallest distance to the shot boundary within the scope of
the predefined Thd is declared as a potential change point. This idea is illustrated in
Fig. 5.7(a), which shows an example including shot boundaries, change points, and
the corresponding distances.

This approach naturally exhibits some disadvantages. If the SBD does not detect
a shot boundary near a change point, it is automatically rejected. This may lead to a
larger number of false negatives within the final set of change points. On the other
hand, if the SBD is very sensitive, more false positives may be accepted.
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(b) Example for adaptation.
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In the second approach (see Fig. 5.6(b)), the results of the SBD directly influence
the speaker change detection by adapting the BIC used for measuring the similarity
between two segments. The idea is to make BIC more sensitive in regions (±2 s)
around shot boundaries and less sensitive in regions out of shot boundaries. This is
achieved by adapting the penalty term λ within BIC. For regions around shot bound-
aries, a smaller λS is chosen, while otherwise a larger λS is used. The advantage of
this approach is that it may detect change points near shot boundaries as well as
between them. It influences only the sensitivity of the change point detection based
on the shot boundaries.

5.4.7 Evaluation Measures

Evaluation of segmentation results is based on standard measures derived from a
confusion matrix. To obtain the confusion matrix, the set of automatically detected
change points A = {a1, a2, . . . , aN } is compared to the set of manually annotated
change points G = {g1, g2, . . . , gM}, also known as “ground truth”. The temporal
distance di j between each detected change point ai and each annotated change point
g j is calculated. Since the change point detection operates in discrete steps, it is
possible that detected change points have slightly different positions as annotated
change points. Thus, a small window around an annotated change point is searched
for possible matches with detected change points. Out of multiple detected change
points within this window, the closest change point is considered as a true positive
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(TP). All others are counted as false positives (FP). Annotated change points without
any match are considered as false negatives (FN). Based on the obtained confusion
matrix, precision P , recall R and F1-measure can be calculated.

Precision describes the ratio between the number of correctly detected change
points and all detected change points, while recall describes the ratio between the
number of correctly detected change points and all relevant change points. The F1-
measure combines both by assigning equal importance to each of them.

5.5 Spoken Content Indexing and Spoken Document Retrieval

Spoken content (SC) is the semantic information contained in spoken parts in audio
streams of multimedia documents (Kim, Moreau and Sikora 2005). The extraction
of spoken content metadata has become a key challenge for the development of
efficient methods to index/retrieve multimedia documents and for the development
of concise multimedia ontologies for efficient information management and access
by both users and computers. A syntax for description of spoken content is specified
in the audio part of the MPEG-7 standard (ISO/IEC 2002).

Spoken content indexing (SCI) could be performed manually. Obviously, this
highly accurate method does not suit the huge volume of currently available data.
ASR systems which transcribe the digital speech signal into a sequence of pre-
defined symbols can be used as an alternative to such manual methods. Although
research in ASR is already about five decades old, it was not until the last few years
that it has become a feasible technology for commercial applications. Nowadays,
ASR algorithms are widely employed in human–machine, dictation, automatic
phone and data-mining systems (Coden, Brown and Srinivasan 2001). This section
concerns the application of SCI within the field of spoken document retrieval (SDR).

After the description of the basic principles and structure of an ASR system, the
following types of ASR will be discussed in Section 5.5.1: connected word recogni-
tion, large-vocabulary conversational speech recognition (LVCSR), sub-word recog-
nition, and keyword spotting. The common evaluation criteria will be introduced.

In Section 5.5.2, we review the basic structure of an SDR system and then discuss
four different SDR approaches, including word-based, sub-word-based, phoneme-
based and combined-index-unit approach. These four different SDR approaches will
be compared using common SDR performance measures.

5.5.1 Spoken Content Indexing

Figure 5.8 shows a generic ASR process. Basically, ASR consists of the following
three main components:

� Feature extraction: A set of useful measurements or features are extracted at a
fixed short-time rate, typically once every 10–20 ms, from the input digitised
speech signal.
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� Modelling/classification: A characterisation of the sources of variability (pho-
netic, acoustic and within-speaker variability).

� Decoding: The representation is matched against a set of predefined acoustic
models, each of which represents one of the recognisable symbols. The most
likely candidates determine the output sequence of symbols.

The main principles and definitions related to the ASR components described
above are briefly introduced in the following.

At the stage of feature extraction, short-term cepstral features, the most popular
acoustic features in ASR systems, are extracted from the digitised speech signal.
These features reduce the model complexity while keeping the most relevant infor-
mation. There are two common sets of cepstral coefficients typically used in this
context: MFCCs and the cepstral coefficients derived from PLP analysis. Both meth-
ods were introduced in Section 5.2.1. For ASR, PLP analysis has been verified by
some researchers to be more robust in the presence of background noise (Kershaw,
Robinson and Renals 1996; Woodland, Gales, Pye and Valtchev 1996).

Due to the sources of variability associated with the signal, ASR is a very
demanding task. The representative signal variabilities include phonetic, acoustic,
within-speaker and cross-speaker variabilities (Cole, Mariani, Uszkoreit, Zaenen
and Zue 1998). Phonetic variabilities concern the acoustic differences of the
phonemes, which depend on the context in which they appear. At the word bound-
aries, especially, contextual variations can be quite dramatic. Acoustic variabilities
are the result of the changing of environment as well as the variance of the position
and characteristics of the transducer. Within-speaker variabilities indicate changes
in the speaker’s physical and emotional states, speaking rate and voice quality.
Finally, changes in the socio-linguistic background, dialect and vocal tract size, and
shape can be summarised as cross-speaker variabilities (Cole et al. 1998).

The modelling/classification step of an ASR system tries to model the variabili-
ties mentioned before in several ways. Hermansky (1990) has developed represen-
tations that emphasise perceptually important speaker-independent features of the
signal and de-emphasise speaker-dependent characteristics. The speaker variability
is typically modelled using statistical techniques applied to large amounts of data.
Speaker adaptation algorithms are employed to adapt speaker-independent acoustic
models to those of the current speaker. The phonetic variabilities of the signal are
often compensated by means of training separate models for phonemes in different
contexts, the so-called context-dependent acoustic modelling.

Feature Extraction

Modelling/classification Decoding

Pre-trained Model
Recognised
Symbols

Speech
Signal

Fig. 5.8 Schematic description of automatic speech recognition
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The decoding procedure tries to determine the most probable sequence of units
knowing the acoustic features. An HMM is trained for each recognisable unit. Once
the HMMs have been trained, acoustic observations can be matched against them
using the Viterbi algorithm (Rabiner and Juang 1993), which aims at determining
the sequence of HMM states that best matches the sequence of acoustic vectors, the
so-called best alignment. At the end of the decoding process, the output transcription
of the input signal consists of a sequence of models with the best score.

5.5.1.1 Different Types of ASR Approaches

ASR approaches can be classified according to their complexity into five cate-
gories: connected word recognition, large-vocabulary continuous speech recogni-
tion (LVCSR), sub-word recognition, keyword spotting and ontology-based SCI
applications. The remainder of this section considers each of these approaches in
more detail.

Connected word recognition aims at recognising a sequence of words spoken
in a connected or fluent manner. The deployment of a fixed syntactic network
strongly restrains the authorised sequences of output symbols. An HMM model
is constructed for each vocabulary word. The acoustic representation of the input
speech signal is matched against whole word patterns using connected word pattern
matching algorithms to give a set of candidate strings. With confidence measures,
the unreasonable candidates are eliminated and the most likely digit strings are the
output resulting from this process. Due to the word modelling, this approach is only
appropriate with recognition tasks involving a small vocabulary and is impracticable
with large vocabularies.

LVCSR aims at transcribing the input digital speech signal into normal text.
Instead of the whole-word modelling, words are modelled by the concatenation
of sub-lexical HMMs. The deployment of sub-lexical HMM reduces the size of
acoustic HMMs dramatically. However, an additional dictionary is required to pro-
vide the sub-lexical transcription of every vocabulary word. After feature extrac-
tion, Viterbi decoding is used to find the word candidates with the best matching
score. A dictionary is required to build whole-word models from trained sub-lexical
acoustic HMMs. After whole-word matching, a further language model detects the
sequence of word candidates which are grammatically well formed and meaningful.
The main problem that the LVCSR must deal with is the occurrence of out-of-
vocabulary (OOV) words. An OOV word is usually substituted by a vocabulary
word or a sequence of vocabulary words which is most acoustically similar to it.
Several research efforts have been dedicated to detect OOV words, but the precision
of such methods is still not satisfying.

Instead of normal text, sub-word recognition provides sub-word transcription
of spoken documents, independently of any lexical knowledge. A lot of sub-word
recognition systems have been proposed. For instance, Larson and Eickeler (2003)
have built a syllable recognition system and Glass, Chang and McCandless (1996)
built an automatic phonetic transcription system. In their work, the phones are
extracted by means of the SUMMIT system Zue, Glass, Goodine, Phillips and
Seneff (1990).



5 Audio Content Analysis 145

A keyword spotting application detects a predefined set of keywords in speech
streams. The main problem in this case is how to model the irrelevant speech
between keywords. The so-called filler models are often constructed to deal with
this problem. There are two main types of filler models. One of them uses HMM
filler models which are trained for each distinct “non-keyword” event, including
silence, environmental noise, OOV speech (Wilpon, Rabiner and Lee 1990). The
other uses a more flexible solution to model non-keyword speech by means of an
unconstrained phone loop that recognises phonetic sequences without any lexical
constraint (Rose 1995). A predefined threshold value is set on the acoustic score of
each keyword candidate during the decoding process to decide whether the word
candidates are hits or not. The value of the threshold must be chosen considering
the desired trade-off between the number of missed words and false alarms.

An SCI system can make multimedia ontologies more concise. At the same time,
the embedding of prior knowledge can also improve SCI performance significantly.
To that end, ontology-based SCI applications, such as the one proposed by Gurevych
and Porzel (2003), use knowledge-based scores to identify the best speech recog-
nition hypotheses. Using the high-level knowledge encoded in the ontology, the
competing speech recognition hypotheses are evaluated in terms of their semantic
coherence.

5.5.1.2 Common ASR Performance Measurements

Word error rate (WER) is the most common measure for the evaluation of ASR
performance. The output of an ASR system could be a best hypothesised sequence
of recognisable units, N-best list or lattice. The measurement of the ASR system
performance is generally performed on the best hypothesis. The main problem of
performance evaluation is that the recognised transcription has a different length
than the reference sequence. Therefore, the WER is derived using the Levenshtein
distance which solves the problem by first aligning the recognised word sequence
with the sequence using dynamic string alignment. The WER is defined as sum
of the substitutions, deletions and insertions divided by the correct sentence length
(Lee 1989).

5.5.2 Spoken Document Retrieval

Spoken document retrieval (SDR) is “concerned with retrieving spoken documents
in response to a written or spoken query” (Crestani 2003). Figure 5.9 shows the
structure of a typical spoken document retrieval system. An SDR system accepts
written or spoken queries and returns a ranked spoken document list. It generally
consists of two stages: indexing and retrieval.

The indexing tools transcribe the spoken or text queries and spoken documents
into text or phonetic representations. Based on the representations, the retrieval tools
compute a similarity score for each document according to the query. This score is
used later to rank the document. Finally, a decreasingly sorted document list will be
returned as the result of retrieval.
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Fig. 5.9 Schematic view of a spoken document retrieval (SDR) system

Some relevant concepts in this context are the following:

� Representation: a textual format transcription consisting of indexing terms.
� Indexing term: term used by indexing tools. It can be a word, phone, etc.
� Acoustic model: a recognisable unit used by a speech recognition system.

ASR tools are usually employed as indexing tools to transcribe the digital spoken
signal into transcription consisting of recognisable units. The retrieval procedure
tries to detect the query-relevant section in the recognised transcription. The per-
formance of SDR is influenced by the “term miss-recognition problem”, i.e. the
recognition errors of the ASR system (Crestani 2003). Therefore, the performance
of the ASR system employed has a significant influence on the effectiveness of the
SDR. Usually, the quality of an ASR system is affected by the following factors:

� Recording environment: background noise is present or not,
� Speech variability: the temporal and acoustic properties of the same spoken text

vary from one recording to another,
� Speech type: continuous speech or isolated spoken words,
� Number of distinct units to recognise: a large set of recognisable units increases

computation complexity,
� Amount and quality of training data needed to train both acoustic models and

language models,
� Number and gender of different speakers. Every speaker has his or her own indi-

vidual speaking speed and pronunciation.

5.5.2.1 Different Types of SDR Approaches

Many spoken document retrieval approaches have been developed recently. Accord-
ing to the type of employed speech recogniser, they can be classified into four cat-
egories: word-based approaches, sub-word-based approaches, phone- or phoneme-
based approaches, combined approaches and ontology-based SDR applications.

Word-based SDR approaches rely on a word recognition system that transcribes
a spoken document into a sequence of words. Text retrieval algorithms can then be
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used to find relevant information. The SDR system for British and North American
broadcast news presented by Renals (1999), the online spoken document retrieval
system SpeechFind presented by Zhou and Hansen (2002) and the English radio
news retrieval application presented by James (1995) are based on this approach.
The main advantage is that classical text retrieval techniques can be employed. How-
ever, in order to make the word recogniser have a low word error rate, a huge training
set must be used to infer the word models. Moreover, the recognition vocabulary is
restricted, which leads to the restriction of the query vocabulary.

Sub-word-based approaches use sub-word units as indexing terms, such as
the vowels–consonants–vowels (VCV) features presented by Schaeuble and
Glavitsch (1994). A VCV feature is a sequence of three concatenated vowels
or consonants. For example, the word “information” has three VCV features:
“info”, “orma” and “atio”. A set of suitable VCV features are extracted from a text
collection using an algorithm which selects features based on a statistical selection
criterion. The SDR approach presented by Glavitsch (1995) is an example. He
extracted about 1000 VCV units directly from text and trained an acoustic model for
each one. Compared with word-based approaches, these types of methods decrease
the number of recognition units without significantly reducing their descriptive
power, which is crucial for effective retrieval. The recognisable units are extracted
directly from text without considering the acoustic properties of the indexing terms.

Phone/phoneme-based approaches use phones or phonemes as indexing terms.
Phones are defined by acoustic properties. Phonemes are more general sound units.
A phoneme recognition system transcribes the digital speech signal into a sequence
of phonemes (Ng and Zue 1998; Ferrieux and Peillon 1999). Phoneme-based
approaches are classified into two groups:

� Retrieval based on vector space model (VSM) and N-gram extraction
� Keyword spotting through phone string matching techniques

Contrary to the word-based approaches, these types of approaches have no restric-
tion on the query vocabulary, that is to say they perform “open vocabulary retrieval”.
Furthermore, the number of different phones used in one particular language is gen-
erally less than 100. Phoneme recognition can also be performed considerably faster
than LVCSR systems. The main drawback of these approaches is the high error rate
of phoneme recognition. The phone error rate (PER) depends on the quality and
amount of training data.

It is possible to combine different indexing sources (Ng 2000). One representa-
tive example of this type of combined approaches is an application of the traditional
information retrieval techniques to spoken documents, which was presented by
James (1995). This application combined word recognition with phone recognition
in a complete recognition system in which the phone recogniser is only used to spot
the out-of-vocabulary words. This combination improves the retrieval effectiveness
of a spoken document retrieval system but needs more training data and more efforts
for building the two recognisers, which makes the system very computationally
expensive.
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Logan (Logan, Prasangsit and Moreno 2003) proposed an ontology-based SDR
application by fusion of semantic and acoustic information. This approach combines
probabilistic latent semantic analysis with phonetic indexing. The final ranking of
the hits is yielded by a linear combination of both acoustic and semantic scores.

5.5.2.2 Common SDR Performance Measurements

The retrieval performance is evaluated using the ranked document list returned by
the retrieval procedure. Two common evaluation measures, precision and recall,
which were already defined in Section 5.4.7, are used. In the context of SDR, true
positives (T P) is the number of relevant documents. The number of all retrieved
documents is the sum of T P and false positives (F P), and the number of all relevant
documents in the collection is the sum of T P and false negatives (F N).

Usually, the precision–recall curve is used to evaluate the ranked document list
by plotting precision against recall after each new document is added to the retrieval
list. The plot normalisation proposed by TREC 2001 (Vorhees and Harman 2001)
is used to interpolate the precision values to 11 standard recall levels [0.0, 0.1, . . . ,
1.0]. The precision and recall depend on the number of documents included in the
n-best retrieved document list.

It is sometimes difficult to compare the performance of different retrieval systems
using precision–recall curves. In this case, a single performance measure called
mean average precision (m AP) is usually employed (Harman 2000). This value is
obtained by averaging the precision values across all recall points. The m AP value
can be interpreted as the area under the precision–recall curve. However, the m AP
value is a single number, and much performance information may be hidden. Two
retrieval systems with different precision–recall curves can have the same m AP (the
area under the precision–recall curve is the same). Therefore, generally both of them
are used, i.e. the precision–recall curve and the m AP , to evaluate the performance
of a system.

Experiments have been made to compare the performance of different phone-
based SDR approaches on a German application (Moreau, Jin and Sikora 2005). The
embedded German phone recogniser consists of 32 German phonemes HMM mod-
els trained on Verbmobil I (a large collection of spontaneous speech from different
speakers) and obtained a phone error rate (PER) of 43% on the VM14.1 corpus. Both
text and spoken queries were tested on data from the PhonDat corpora (PhonDat 1
and 2), consisting of short sentences read by different speakers. For text and clean-
spoken queries, the string matching methods (SM) (with m AP = 47.4%) proved
significantly more effective than retrieval based on VSM n-grams (m AP = 39.9%).
However, VSM and N-gram methods (with m AP = 21.4%) were shown to be more
robust than SM (with m AP = 19.8%) with noise-spoken queries.

5.6 Music Content Analysis

The music industry is experiencing a drastic transformation in order to adapt
itself to the unstoppable future paradigm of network distribution. It is widely
accepted that in the years to come, the biggest part of the business will rely on
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commercial online music services. Until now, most music searches on the Internet
were based on textual information manually attached to the files or contained in
centralised metadata databases such as Grace, note (www.gracenote.com) or
freedb (www.freedb.org), and music browsers were in fact just text retrieval
systems. In the last couple of years, a new generation of music services have
appeared, which additionally take into account user feedback or an analysis of
their music listening habits, a technique called collaborative filtering. This approach
allowed new services such as online music discovery and recommendation, some of
which have been very successful (e.g. Last.fm, www.last.fm).

Another trend consists of enriching such metadata with information describing
the music signals themselves, i.e. semantic or content-based metadata. The Pandora
music recommendation service (www.pandora.com) provides an example; it is
based on a database of more than 400 features manually annotated for each song or
musical work. It is obvious that in such a context, a robust music content analysis
(MCA) system capable of performing this task automatically can be of extremely
high value. Apart from networked music navigation, other areas will also benefit
from MCA techniques, such as management of local or private music libraries and
archives, musicological research, musical education, intelligent signal processing,
structured audio coding and digital rights management.

Needless to say, the challenge of linking the low- and mid-level features deliv-
ered by MCA to the human understanding and expectations on the other side of the
semantic gap applies in the music context as well. However, the highly structured
nature of music, the large number of music consumers participating in collaborative
services and the commercial interest of music companies can turn music websites
into the first robust and feasible services of the semantic web (Celma, Herrera and
Serra 2006). The first of such experimental systems aims at combining editorial
and cultural metadata (following the distinction by Pachet (2005)) with acoustic or
content-based metadata under the scope of a common ontology, a topic that has been
addressed in Chapter 2. Examples of music ontologies include the one defined for
the Foafing the Music system described in that chapter and in Celma (2006), and the
one by Abdallah, Raimond and Sandler (2006), both based on OWL.

In general, MCA can be performed on music available in symbolic or in acoustic
form. Symbolic representations of music include printed notation and, in the com-
puter domain, music representation languages, which encode notation in detail (such
as MusicXML or GUIDO) and music interface protocols, consisting of a series
of time-stamped events (such as MIDI or OpenSound Control). These computer
descriptions can be entered manually, automatically generated (as in algorithmic
composition) or retrieved from scanned printed music by means of optical music
recognition (OMR). Music in acoustic form is fed into the computer as a digitised
waveform.

The very different nature of both kinds of input calls for two specific sets of
techniques for performing content analysis (see Fig. 5.10). Symbolic MCA relies on
methods similar to the ones used in the automatic semantic or syntactic analysis of
text, but thoroughly adapted in order to deal with the more complex relationship
between acoustical events and musical meaning. In this case, all the processing is
done in the symbolic domain, and therefore no audio signal processing is required.
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Fig. 5.10 Overview of music content analysis (MCA)

Acoustic MCA systems must obtain information from the audio signals proper
and, like other audio content analysis, machine listening or computer audition sys-
tems, are based on the extraction of signal features that are considered relevant for
the desired application. Automatic music transcription is the bridge between the
acoustical and symbolic domains and itself constitutes an important acoustic MCA
application.

Although it is computationally far more demanding than symbolic MCA, acous-
tic MCA has dramatically gained in importance in recent years. This is because the
music material to which most people have access is in raw, audio form (recorded
music, compressed files on the Internet, TV or radio broadcasting, etc.). There are
also hybrid systems in which the acoustic input is transcribed into symbolic form
and further processed symbolically. This section concentrates on the signal process-
ing aspects of content extraction and thus covers the acoustic MCA problem.

MCA is very closely related to the field of music information retrieval (MIR)
(Downie 2003). In fact, both terms are often understood as synonyms. There are
however, some subtle differences. Traditionally, information retrieval refers to the
set of techniques for implementing searches of user queries in a certain database.
In a musical context, the online search scenario mentioned above is the paradig-
matic example of MIR, where the queries can be of many different forms (query
by humming, singing, whistling, playing, tapping, traditional textual queries, query
by example, etc.), and the output is an ordered list of database entries sorted by
similarity. The term MCA is used here to denote the analytic stage of MIR, i.e. the
actual content extraction from the music signals or symbols regardless of if it will
be used in a database querying application or not. However, it should be noted that
these definitions are not strict and are used flexibly and interchangeably within the
research community.
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5.6.1 Feature Extraction for Music Signals

Many short-time, low-level features intended for general audio are also useful to
describe music signals. These include energy and zero-crossing features, basic spec-
tral shape features, such as spectral centroid, roll-off and flatness, and psychoacous-
tically motivated features such as MFCCs. For music signals, short-time frames in
the range between 10 and 100 ms ensure enough local stationarity.

Several works (Tzanetakis and Cook 2002; Meng and Shawe-Taylor 2005) have
demonstrated the special importance of feature integration (see Section 5.2.2) for
music analysis, which comes from the fact that almost each musical parameter
(pitch, tempo, dynamics, structure) evolves within a time horizon much longer than
a few milliseconds. Usually, music texture windows are in the range of several sec-
onds (mid-term feature extraction), or even cover the whole song or music file (song-
or file-level feature extraction).

Apart from such general purpose feature extraction and integration techniques,
some special characteristics of music signals call for the definition of music-specific
features. For some applications, such as management of a sound sample database,
it is required to work with individual notes, recorded separately. In this case, it is
possible to design features aimed at an accurate description of the timbral character-
istics based on a dynamic representation of the spectral content over the duration of
each note. The detection of spectral peaks corresponding to sinusoidal components
of the sound is crucial in this context, and their relative frequency position and
amplitude values, and the changes in time thereof, are the factors that most influence
our perception of timbre.

If the partials are located at integer multiples of the fundamental frequency, the
sound is harmonic and we perceive it as having a definite pitch. Acoustical instru-
ments never produce a perfectly harmonic spectrum; however, wind instruments
and string instruments with thin and moderately stiff strings (such as guitars, violins
and harps) come very close to ideal harmonicity. Stiffer and/or thicker materials,
such as piano strings or xylophone bars, have the effect of displacing the frequency
position of the partials from that corresponding to the harmonics. This displacement
is greater the higher the partial frequency is. Such a moderate inharmonicity con-
tributes to the timbral quality of these instruments; however, a clear pitch assignment
is still possible. The higher the degree of inharmonicity, the less definite will be
our pitch perception (and the more difficult will be its automatic extraction using
objective features). A stronger source of inharmonicity is the complex vibration
patterns produced by membranes, plates or bells. In this case, new partials, which
are not related to a fundamental frequency, are introduced. Again, according to the
degree of inharmonicity, we can distinguish a specific pitch (e.g. timpani), perceive
a compound of pitches (gongs, bells) or not perceive any pitch at all (cymbals, snare
drum). In the latter case, the spectrum consists of very closely located partials and
comes close to a noise spectrum.

However, it is the relative amplitude values of the partials (i.e. the spectral enve-
lope) that mostly help when distinguishing between different musical instruments.
Some instruments feature formants in a similar way to the human voice, produced
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by the resonances of the resonating body. Furthermore, physical characteristics of
the instrument can greatly constrain the nature of the partials (e.g. the internal cylin-
drical shape of the clarinet suppresses the even harmonics).

All these considerations demonstrate the value of a detailed analysis of the spec-
tral partials, which can be performed by signal analysis techniques such as spectral
peak detection and partial tracking. Such an analysis yields a data matrix containing
the amplitude, frequency position and phase of each partial. This information can be
directly used as feature for content analysis tasks, with appropriate pre-processing
(and possibly dimension reduction). Another possibility is to define features com-
pactly describing the amplitude and/or frequency relationships of the partials as
some scalar quantity. This is the case of the MPEG-7 harmonic features, such as
harmonic spectral spread and harmonic spectral centroid.

To further improve the model, the sinusoidal analysis data can be used to resyn-
thesise a deterministic signal consisting of only sinusoidal components (the sinu-
soidal or deterministic part of the signal), which can be then subtracted from the
original signal, yielding a noise-like residual (the noise or stochastic part of the
signal). This residual can be modelled by frame-wise fitting the noise spectrum
to a certain filter frequency response and keeping the coefficients as features. By
means of this analysis, a powerful and flexible model of the signal is obtained, called
sinusoidal plus noise model, which is the basis of the spectral modelling synthesis
(SMS) framework (Serra 1997). An extension thereof, called transient modelling
synthesis (TMS) (Verma, Levine and Meng 1997), uses an explicit model of note
transients, which are the pulse-like, non-harmonic segments occurring in the attack
phase of a note, or in the transitions between consecutive notes.

When working on a higher abstraction level, and with real musical record-
ings, rather than with isolated notes, it is possible to take into consideration music
semantics and structure to design higher-level features describing melody, harmony,
rhythm, etc. as an alternative to integrating low-level features with the above-
mentioned methods. An important example is chroma features, which group the
pitch occurrences within a music excerpt into the 12-pitch classes corresponding
to the tempered chromatic scale, or to any other partition of the octave, obtain-
ing a robust, octave-independent harmonic description that has successfully been
used for structure analysis, chord and tonality recognition and song cover iden-
tification (Gómez 2006). A wide selection of mid- and high-level features have
been standardised within MPEG-7 audio (ISO/IEC 2002) and its two amendments
(ISO/IEC 2004; ISO/IEC 2006).

Rhythmic analysis can be also performed at several semantic levels. On the
lowest level, tempo extraction consists of measuring the repetition interval of the
main pulsating beat and is the basis of beat tracking systems. Tempo is usually
given in beats per minute (bpm), and its extraction is commonly based on using
autocorrelation functions to measure periodicity. A more sophisticated analysis
is offered by the beat spectrum (Foote 2001) or beat histogram (Tzanetakis and
Cook 2002) approaches, which yield a measure of beat periodicities as a function of
bpm, allowing an insight into internal metric subdivisions and sub-beats. The beat
spectrum/histogram can be either directly used as a feature or taken as the basis



5 Audio Content Analysis 153

for more compact measurements, such as overall rhythmic regularity, amplitudes
or bpm ratios of subbeats, energy. On an even higher abstraction level, authors
like Klapuri (2004) analyse rhythmic characteristics at a hierarchy of metric layers
(metric refers to the organisation of beats and sub-beats into measures and their
subdivisions, i.e. the time signature).

5.6.2 Automatic Music Transcription and Source Separation

To automatically extract the music score from a digital music signal is an extraor-
dinarily demanding task. There exist robust systems for pitch detection and tran-
scription of single instruments or melodies, and some success has been achieved
with polyphonic content of two or three voices. However, when it comes to a larger
degree of polyphony, the problem remains unsolved, and it is a matter of debate
whether it can be achieved in the near future. The problem mostly resides in the
overlapping of spectral partials belonging to different voices or instruments. The
degree of overlapping will be higher with simple tonal relationships such as unisons,
octaves and fifths, which are the basis of most types of music. Other difficulties are
the tonal fusion that occurs when several instruments play a voice together, which is
then perceived as a single sound entity, as well as temporal overlaps in rhythmically
regular music, which hinder the detection of simultaneous transients or onsets.

One straightforward approach to polyphonic transcription would be to separate
the polyphonic excerpts to their constituent voices, e.g. using blind source separa-
tion (BSS) or unmixing techniques, and then perform monophonic transcription on
each of the voices. However, many of the above-mentioned difficulties apply here as
well. In particular, the relationship between the number of recorded channels (mix-
tures) and the number of musical instruments present in the mixtures is a critical
factor in source separation. It is actually possible to obtain good results using inde-
pendent component analysis (ICA) if there are at least as many mixtures as instru-
ments, but this is very rarely the case in music recordings, where the most common
format is still stereo. Thus, in a musical context, under-determined separation is
needed, meaning there are fewer mixtures available (usually one or two) than instru-
ments or voices playing. Some advances have been obtained in under-determined
music separation by exploiting spatial cues, by using highly sparse signal represen-
tations or by designing sophisticated instrument-related source models (for a recent
overview of techniques, see O’Grady, Pearlmutter and Rickard (2005). Another dif-
ficulty is the common presence of reverberation or artificial sound effects, which
increase the degree of spectral, temporal or spatial overlapping.

In any case, up to now there is no separation algorithm that is able to segregate
voices with enough accuracy and generality. Therefore, polyphonic music transcrip-
tion has tried to circumvent the separation problem by concentrating on multipitch
analysis, which often relies on the extraction of a sinusoidal model consisting of
partial tracks such as SMS, and on the subsequent detection of strong frequency
components and harmonic structures as a good indication of the musical notes
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played (Klapuri 2004). Other approaches use basis decomposition methods on the
spectrogram, with the aim of revealing structural information that more clearly hints
to the played notes. As an example, Smaragdis and Brown (2003) use non-negative
matrix factorisation (NMF), a decomposition method similar to ICA, on the magni-
tude spectrogram to transcribe polyphonic piano sounds.

5.6.3 Music Classification and Clustering

Music classifiers seek to assign a certain category such as musical genre, a label
describing its mood or expression content, the composer or performers to a music
fragment. An example of an application is musical instrument classification, which
can be either trained on a database of isolated notes or on solo melodies. All the con-
siderations about classifiers mentioned in Section 5.2 apply here as well. Addition-
ally, informative and accurate timbral descriptions are vital for this purpose, and in
many cases, timbral features intended for general audio do not describe spectral con-
tent with enough detail to assure reasonable performance. For instance, partial-based
timbral descriptions are far more accurate than general purpose timbre features such
as MFCCs, which are based on a rough approximation to the spectral envelope.

In Burred, Röbel and Rodet (2006), a comparison between MFCCs and a partial-
based timbre model was performed in the context of instrument detection from iso-
lated notes, obtaining an accuracy of 60.37% correct classifications with MFCCs
and of 94.86% with partial-based features in a database of 1098 samples and five
types of instruments. Figure 5.11 shows the corresponding trained models as pro-
totype curves, each one corresponding to the time-varying mean of a Gaussian
process, projected in a dimension-reduced space whose bases were obtained by
applying PCA to the partials of the original data. Such a space can be interpreted
as a timbre space, in which each point corresponds to a spectral envelope, and thus
to a timbre, and a curve corresponds to the variation in time of a spectral enve-
lope. Apart for being useful for classification, such a visual representation allows a
non-categorical characterisation and comparison mechanism for instrumental tim-
bre. Other pattern recognition methods usually applied to instrument classification
include PCA for dimension reduction and GMM, SVM and kNN for class assign-
ment. A comprehensive overview on the topic can be found in Herrera, Peeters and
Dubnov (2003).

Music genre classification has also attracted great attention from researchers
since it is surely the most natural way for a user to browse for a certain title in a
database, be it an online service, a sound archive or a retail shop, as well as for
the database manager to organise it. Unlike in the case of instrument classification,
establishing the ground-truth labelling for the training examples is not a trivial pro-
cess since musical genres are of an inherently fuzzy and subjective nature and are
understood in many different ways. When designing an appropriate taxonomy for
automatic genre classification, it must be taken into account, on the one hand, how
far is it possible to describe the different genres according to objective criteria which
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Fig. 5.11 Timbre space representation of a musical instrument database. Each curve corresponds
to a trained instrument class. Each point in the space corresponds to a spectral envelope shape and
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can be handled by signal processing methods. On the other hand, the success of such
an application will strongly depend on how it can meet the expectations of a wide
range of users with different opinions about musical categories.

Up to now, genre classifiers are feasible with around 3–10 broad genres, such
as pop, rock, jazz, classical, dance. Participants to the genre classification task of
the MIREX audio description contest (MIREX 2006) obtained classification accu-
racies up to 77.75% when using a 10-genre database of 1515 files and up to 86.92%
when using a 6-genre database of 1414 files. Popular features used for this task
include general measures of spectral shape (spectral centroid, roll-off, flatness, etc.),
measures of the energy profile, statistical measures of the music signal in the time,
Fourier or wavelet domains and MFCCs. It is also possible to take advantage of
the transcription-related analysis to obtain higher level descriptions of melody, har-
mony, rhythm, etc. to further help differentiating genres. Usual classifiers include
GMM, HMM, SVM and neural networks. Feature integration plays a specially
important role here (Meng and Shawe-Taylor 2005) since it captures mid- and long-
term characteristics related to rhythm or structure.

Instead of assigning predefined genres, music clustering systems group music
pieces according to timbral or perceptual similarity. This can be used as the basis
for a music recommendation system or as an intuitive graphical interface to navigate
through a large music database. An example of such a kind of interface is “Islands
of Music” by Pampalk (2006), in which the music database is represented as a three-
dimensional archipelago whose islands correspond to clusters of similar pieces.
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5.6.4 Other Music Content Analysis Applications

Although they have not received as much attention as the previously reviewed top-
ics, there are several other semantic aspects of music that have been subjected to
automatic extraction attempts. One of them is harmony, which refers to the organ-
isation, sequence and topology of the chords used in a given work (a chord is a set
of three or more notes sounding simultaneously). Obviously, chroma-based features
such as pitch class profiles (PCP) or harmonic pitch class profiles (HPCP), as used
by Gómez (2006), fit very well into this task. In some cases, harmony detection has
been viewed not as a final application in itself, but as a help or intermediate step
towards polyphonic transcription.

Despite its very abstract and subjective condition, some work on the extraction
of mood and expression has also been carried out. This opens another interesting
possibility for user interaction. As an example of an acoustic approach, let us men-
tion the work by Liu, Lu and Zhang (2003), which defines a mood taxonomy with
classes such as exuberance, anxiety, contentment and depression.

Relevant for digital rights management is automatic music identification. Instead
of assigning a class label to a recording, like in music classification, the goal in
this case is to retrieve the exact identity of the signal (song title, artist, album)
taking the unknown recording as input. Therefore, it must rely on a previously
created database of individual descriptions for each sound subject to identification.
Important techniques in this field are audio watermarking and audio fingerprinting.
An introductory overview can be found in Venkatachalam, Cazzanti, Dhillon and
Wells (2004).

Finally, an emerging research field worth mentioning is that of automatic musical
structure detection, which is aimed at detecting repetitions, solo passages, modula-
tions, transitions, etc. Applications include archiving, automated analysis of musical
form and audio summarisation or thumbnailing (Chai and Vercoe 2003). A typical
usage scenario is to automatically locate the chorus of pop songs, usually their most
recognisable part, to present them as example excerpts in an online music distribu-
tion service.

5.7 Summary and Concluding Remarks

This chapter provided a comprehensive overview of computational methods aimed
at extracting semantics from audio signals. We addressed separately the specific
needs and challenges each different type of sound (speech, music, general sounds)
calls for. General audio classification and segmentation is the starting point of audio
content analysis. Here, the audio signal is segmented into segments belonging to dif-
ferent types of audio and the recognised type is assigned to the segment. Depending
on the type, further content-adapted techniques can be applied. The task of general
audio classification and segmentation is challenged by the diverse nature of general
audio signals.
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Speaker segmentation partitions speech audio streams containing more than one
speaker according to their identities. The most commonly used methods yield good
results under certain acoustic and environmental conditions. In real-world applica-
tions, the speech audio streams are recorded at various places with different devices.
Therefore, they have naturally different characteristics and acoustic conditions. The
analysis of video content may provide useful temporal and spatial information for
detecting speaker changes. The combination of the two modalities from both audio
and visual domains makes the speaker segmentation applications more general and
more robust against changes in the acoustic condition.

Spoken content indexing (SCI) extracts directly semantic information from
speech segments of an audio stream. Automatic speech recognition (ASR) is the
key technology for spoken content indexing and has achieved significant advances
in the past decades. A short review of the state-of-the-art ASR technologies has
been given. Spoken document retrieval (SDR) takes advantage of indexed spoken
documents and enables the user to retrieve sought parts in the speech segments of
an audio stream. To this end, many approaches have been developed. Even though
SDR approaches using combined index sources provide the best performances, it is
still not a viable technology for commercial applications. However, SDR methods
using independent index sources could be the most efficient ones in the future,
helped by decreasing storage costs and growing computational power.

Finally, the challenges of music content analysis are not only technical, but to
a great extent also social. The huge variety of music styles and the lack of cul-
tural agreement about them make the generalisation and robustness of a system
performance difficult, and labelling of training databases an unavoidably biased
task. Furthermore, music databases available to researchers for training purposes
are scarce in comparison with real-world catalogues, often due to copyright issues.
The solution for the future seems to be to design hybrid systems that combine, under
a common ontology, audio analysis with user feedback, as well as with automatic
gathering of related metadata via search engines or online resources, and whose
trained models, decision rules or cluster topologies are adaptive and constantly
updated with such information.
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Chapter 6
Personalised Multimedia Summaries

Cathy Dolbear, Paola Hobson, David Vallet, Miriam Fernández,
Iván Cantador and Pablo Castells

6.1 Introduction

Personalisation, in its simplest definition, is technology which enables a system to
match available content, applications and user interaction modalities to a user’s
stated and learned preferences. Personalisation intends to make life simpler for
users by anticipating their needs and interests so that, for example, they are not
overwhelmed by long lists of search results when seeking images and video clips
for a certain task, or that their screen is not filled with irrelevant information when
they are trying to access news information.

Generally, the objective of personalisation is to enable content offerings to be
closely targeted to the user’s wishes, and a variety of methods have been proposed
in recent years to fulfil this objective. A common method is to apply content filtering,
which selects content appropriate to a user’s preferences from a set of available con-
tent (see for example Chen and Kuo 2000), and the experimental aceMedia system
in which personalised content is made available to an end user as part of a search
operation (Evans, Fernandez, Vallet, and Castells 2006). The user’s preferences may
be known via the user explicitly providing information about their interests, or may
be learned over time as the user interacts with the system. Another well-known
technique for content personalisation is based on recommendation, which proposes
content to a user based on various criteria which may include the user’s previous
acceptance of related content or on the consumption of related content by a peer
group (see for example McNee, Riedl, and Konstan, 2006).

Since much research effort has already gone into personalised retrieval and rec-
ommendation, in this chapter we introduce a different example of the application of
semantic multimedia technologies, where we apply personalisation to the creation
of personalised summaries of multimedia content. In this application, we assume
that our user has limited time or attention span and needs to very quickly grasp the
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essential elements contained in a video sequence. The application must generate a
representative summary which meets the user’s needs and expectations.

This summarisation problem has some features in common with personalised
content retrieval (content filtering) and recommendation systems in that

� the user needs and interests must be available;
� there is a description of the content which enables the system to decide whether

it will be offered to the user; and
� an appropriate decision system (reasoning mechanism) is available to apply

appropriate processing to the content based on the user preferences.

These three elements are equally important, i.e. success or otherwise of personalisa-
tion depends partly on correctly understanding user expressed preferences and inter-
preting user actions to translate these latter into preferences, partly on sufficiently
expressive and meaningful metadata being available in order to match the content
to the user’s requirements, and equally importantly, on creation of appropriate rea-
soning technologies to enable the match to be made.

The capture and representation of user preferences is an area known as user
modelling, and is outside the scope of this book (but see Geisler and Ha 2001
for an example state of the art method). The domain of metadata expression and
representation is treated in Chapters 4 and 5, and that of reasoning in Chapter 3.
The use of well-defined and correctly specified annotation terms is very important,
as it assists with interoperability of the reasoning tools which act on the content
to achieve the desired personalisation. In other words, the personalised application
examples which follow in this chapter rely on the availability of a unified and accu-
rate set of metadata, which enable the appropriate content to be selected.

This implies that the content contains some appropriate annotation, which may
have been manually added or automatically generated. A personalised search
application will transform user expressed (or learned) preferences into appropriate
queries which can be matched to the available content metadata. Where content
is not already annotated, analysis methods (such as those described in Chapters
4 and 5) can be used to derive metadata according appropriate schema or ontologies
(as explained in Chapter 2).

6.1.1 Chapter Overview

Our focus in this chapter is processing of multimedia content to create personalised
summaries which meet a user’s need for a shortened version of the content, to meet
requirements of time, interest level and physical constraints such as storage space or
available bandwidth. An example might be to produce 5 minutes’ highlights from
a premier league soccer match, for the busy soccer fan to view on a mobile device
during their commute to work, or to share with friends when out socialising. Such a
summary must not only meet time constraints (i.e. the user has specified how long



6 Personalised Multimedia Summaries 167

the highlights can be), but must also have sufficient semantic meaning such that it
can be understood as a self-contained unit.

When we intend to personalise such summaries, we also must ensure that the
selected content is that which the user is most interested in, and which generates
an emotional response i.e. that the user feels that the chosen content has some spe-
cific meaning for them. However, many current multimedia content summarisation
methods are signal based, and do not necessarily support semantic story telling
according to a user’s preferences and interests. Some examples are reviewed in
Section 6.2. We will also review user requirements for personalised summaries
and will describe some state of the art personalisation methods, which can be
applied to the personalised summarisation problem. In Section 6.2, we also intro-
duce some high-level usage scenarios, before moving on to a specific example of
soccer matches’ summarisation in Section 6.3. A complementary technique for con-
textualising personalisation, as a means to enhance the coherence of summaries, is
presented in Section 6.4.

6.2 Personalised Multimedia Summaries

Methods to automatically summarise long video sequences have been in develop-
ment for some years, often with the objective of creating a short version of a long
sequence to enable a user to review the material to determine if the full version
would be relevant to them. Many authors have proposed the use of keyframes to
represent a summary of a video sequence, for example (Chang, Sull, and Lee 1999),
in which the detected keyframes are intended to provide a compact representation
of the video sequence. However, representation of a continuous video sequence by
a series of still images does not convey the meaning of the video, but instead can
only give a quick visual summary of some of the events in the sequence.

More recent work such as Sundaram and Chang (2001) and Graves and
Gong (2004) analyse the complexity and temporal action in the video content,
in an attempt to generate more meaningful summaries which are composed of short
temporal segments. In their experiments, Sundaram and Chang (2001) summarised
well-known movies down to as little as 5% of their original length (i.e. for a
165-min movie, an 8-min segment was created). Using a combination of automatic
shot generation and manual selection, this method considers both visual complexity
of the content, as determined by the amount of time it would take to understand the
meaning of some content following a keyframe, and the film syntax i.e. how the
producer arranges film shots to create the story.

The approach taken by Graves and Gong (2004) aims at creating an entirely
automatic summarisation process, based on where the system determines that there
is “action” in the video sequence. Although this would lead to useful results in appli-
cations where scene activity is the most important element e.g. surveillance video, it
does not necessarily translate well to summarisation of other types of material such
as TV drama or operatic performances, where people and objects may be stationary
for long periods of time.
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In the above methods, the objective is to produce a summary of the video content
which enables a user to quickly understand the content without needing to view the
entire sequence. This may be useful for applications where a user must review long
sequences, such as, for example, many hours of surveillance video tapes or long
TV programmes or movies from a video archive. The summarisation in these cases
would aim to create a universally meaningful clip so that any user could understand
the essence of the full sequence. This, however, is not applicable for applications
where the summarised clip is intended to be the final item to be viewed by an end
user, such as would be created for sports clips services. In such applications, the
user subscribes to a service which will enable them to view summaries of their
favourite events (e.g. a soccer or cricket match). These summaries are intended to be
accessible via mobile communications networks, and should be available soon after
the match is finished. Each user subscribed to the service has their own personal
preferences for what they want the summary to contain, such as favourite team,
player, etc., and it is unfeasible to create multiple personalised summaries using
a manual method. Therefore we seek a method of automatic generation of sports
highlights from a full-length match according to the preferences of the fan, and in
the next section, we will describe this method applied to soccer content.

Although the example which follows in Section 6.3 has been applied specifically
to soccer sports content, the methodology is more generally applicable to summari-
sation problems in other sports domains. When an accurate user profile expressing
the user’s specific preferences relating to the content area and correctly annotated
content are available (the first two key criteria discussed in Section 6.1 above), then
the methodology to be introduced in Section 6.3 will enable meaningful person-
alised summaries to be created.

6.3 Use Case – Personalised Soccer Summaries

Personalisation of soccer highlights was selected as an example use case since the
massive interest in soccer makes commercialisation of filtering techniques in this
domain attractive. Manually edited soccer highlights are already being marketed as
a major application for third generation mobile phones. However, since substantial
expertise and time is required to edit soccer highlights by hand, an advantage of an
automatic system is to allow a user to receive personalised highlights. For instance,
user requirements research (Evans 2003) has shown that fans wish to see specific
events involving particular players, and are very keen on viewing summaries of
soccer matches when mobile, as the key activities are only a small part of the game.

Our system focused on producing coherent summaries, that is, ones that make
sense as a whole, rather than being made up of individual, unrelated clips. This
was based on the findings from a knowledge elicitation study with sports editors
(Dolbear and Brady 2003) which showed that the important elements of a soccer
highlights package are to tell the story of the match, by representing the flow of play
and causal relationships between events. Young (2000) notes that coherence comes
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from the selection of actions whose causal and temporal relationships highlight
an underlying plot. User interaction, for example in automatic narrative generation
tools, allowing the user to alter the state of the world at any given point in a story,
can so radically alter the world that even the most accommodating plot lines cannot
survive. This raises the question of how far we can personalise a summary before
losing the sense of coherence. For example, including only events involving the
soccer fan’s favourite player may result in a meaningless sequence of disjoint events,
providing no understanding to the viewer of what actually happened in the game.
We need to make sure that personalisation only takes place within a framework of
coherent summarisation, in order to avoid this problem.

This section describes the implementation of an automatic soccer highlights
generation system (Dolbear 2004) and addresses the issue of how to measure
users’ satisfaction with the content they are provided with and how this relates
to the length of summary they might pay for. We also investigate the trade-off
between personalisation and coherence in a summary, by developing a novel quan-
titative measure of summary coherence based on the causal relationships between
events.

6.3.1 Previous Work

The information extraction problem has been addressed in the soccer domain using
audio and video features such as colour density analysis, slow motion replay detec-
tion, penalty-box detection and speech-band energy to identify semantic events
using machine-learning techniques such as Bayesian belief networks (Ekin, Tekalp,
and Mehrotra 2003). With such systems, any event that can be recognised is deemed
important enough to include in the summary. This leaves the generation of more
meaningful summaries, containing only events relevant to a particular user, as an
open area of research.

It has long been recognized in natural language processing research that an accu-
rate summary includes all the narrative elements of the original text (Lehnert 1981),
and the importance of a text unit depends directly on the number and quality of
causal relations that the unit has to other text units (Trabasso and Sperry 1985).
More recently, narrative coherence, modelled using tree-depth measurement in
rhetorical structure theory trees, has been the basis for sentence selection algo-
rithms for text summarisation (Mani, Bloedorn, and Gates 1998). While the authors
have shown that modelling textual coherence improves summarisation results, the
causal relationships in all of these previous methods have been manually annotated.
As will be seen in the subsections which follow, our system is able to identify
these causal relationships automatically, and we then use them to personalise the
summaries.

From interviews with soccer fans asking them to rank events in priority order
(Evans 2003), we have a clear idea of user preferences in the soccer domain. Goals
were found to be the most important, followed by major referee decisions, sendings
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off, fouls, the build up to and celebrations following a goal, interviews with goal
scorers or player of the match, and finally controversial incidents. This insight is
used in the design of our user profile ontology in Section 6.3.2.

A frequently used method for personalising a multimedia summary, for example
(Ferman, Errico, Van Beek, and Sezan 2002), is to assign a weight to each of the
user’s preferences, and use these weightings to vary the scores of the multimedia
content entities, so that a resource allocation agent can then determine which content
should be included in the personalised summary. An alternative is to use a collabora-
tive filtering technique (Shardanand and Maes 1995). These are mainly employed in
recommender systems providing personalised suggestions about items that a user
may find interesting. Neighbourhoods of users with similar tastes (specified via
user profiles) are formed and used to generate recommendations of items that a
particular user may be interested in. Neither of these personalisation approaches
allow for the coherent combination of a number of items into a summary, and so are
insufficient for our purposes. This is because soccer highlights require the causal
relations between the event items to be taken into account, so that the game’s flow
of play can be seen.

6.3.2 Method: Soccer Ontology and “Neutral” Summarisation

Since our primary focus is on information summarisation rather than extraction, we
sidestep the need to extract information from the audio or video representation of
soccer matches, and use the minute-by-minute “ticker-tape” reports widely available
on many sports’ websites. Such ticker-tapes represent a very rich source of content
annotation, which, as has been explained above, is a necessary pre-cursor to any
form of personalised content delivery.

While work has been done on information extraction from free-text soc-
cer reports (Saggion, Cunningham, Maynard, Bontcheva, Hamza, Ursu, and
Wilks 2002), we avoid this complexity by using a template mining technique to
extract information directly from text where there is an automatically recognizable
pattern. For example on websites such as the BBC’s, the number of event classes
that are described is limited, so we can simply search for expected words and
phrases such as “Goal”, “by” (followed by a player’s name) and “from left half”.
We use a soccer ontology containing 20 classes representing common soccer events
such as assist, booking, corner, foul and goal. Each event class has a start time, extra
time, duration and player property associated with it, see Fig. 6.1.

Our training set consists of 126 examples of full-length soccer match descrip-
tions, corresponding to approximately 90 min of video footage each. Their accom-
panying summaries were generated by manual annotation of the ticker-tapes with
those events shown in the highlights broadcast on television, which we use as a
“ground truth” benchmark. Events are clustered into causally related groups (which
we term context groups). This is either done using the groupings chosen by the editor
of the original web page (when the events are grouped into paragraphs on the web
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Fig. 6.1 Soccer events ontology
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page) or they are clustered using a Markov chain to estimate the joint probability of
those events occurring as a group. The transition probability matrix of the Markov
chain is estimated by counting the frequency of occurrence of each event class and
pairs of event classes.

For example, P(booking|foul) is high, as many fouls are followed by bookings
in the training set. To cluster events in the test problem into a group, events are
added to the group in turn, and the joint probability of the group’s occurrence is
calculated. The group is terminated when this joint probability falls below a certain
threshold. The relative priority of each context group is the probability of a context
group being included in the summary, given that it has occurred in the full-length
sequence. This is estimated using a second Markov chain, whose transition probabil-
ity matrix derives from the frequency of occurrence of events in the summaries of the
training set (rather than full-length sequences, as for the context group clustering).
By introducing the concept of these context groups, we can generate a summary not
consisting solely of disjoint, unrelated events, but which makes sense as a whole,
and explains to the viewer, for example, what caused a player to be sent off the pitch,
or how a goal came about.

Table 6.1 shows our user profile ontology, along with two instances, representing
example users Simon and Sarah. These preferences were selected by two individual
soccer fans, rather than the profiles acting as representative user groups. The aim
initially was simply to evaluate to what extent the system could be personalised,
rather than measuring realistic user groups’ preferences. The property values in
these user profiles were chosen to reflect two users; one more interested in contro-
versial events and the other in skill and goal-related events. We bias the summaries
for the two different users towards different narrative episodes by changing the pri-
ority of different context groups, based on their content. Since we know the duration
of each event, we can limit the duration of the summary to the user’s preferred length
by choosing only the highest priority context groups until the required duration is
reached.

Table 6.1 Properties of the user profile class, along with values of two instances used in the per-
sonalisation experiments

User profile property Instance 1 Instance 2

Name Simon Sarah
Summary length 60 s 5 min
Favourite club Barcelona Manchester United
Secondary clubs Real Madrid Arsenal
Favourite player(s) Ronaldinho, David Beckham Wayne Rooney, Thierry Henry
Favourite event Goal Goal
Second favourite event Sending off Penalty
Third favourite event Foul Shot
Fourth favourite event Penalty Save
Fifth favourite event Booking Assist
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6.3.3 Characterising the Success of the Personalised Soccer
Summary System

Since we were not aware of any commonly used performance measures for eval-
uating how closely summary content corresponded to user requirements in the lit-
erature, we chose three metrics for our evaluation. These were the accuracy of the
summary duration relative to that requested by the user; how closely the content
of the summary corresponded to the kind of events, players and clubs the user had
indicated a preference for; and finally how coherent the summaries were.

6.3.3.1 Duration Accuracy

The first question to answer is whether our system can produce summaries of the
right length for different users. We varied the requested length of the summary
between 30 s and 20 min. Recall that each event has a duration property associated
with it, which is derived from the times on the website ticker-tapes. These times
were manually checked against the video footage and found to be accurate to the
nearest second. Then the duration error between this request and the actual sum-
mary output was measured for the 126 soccer matches, in a leave-one-out fashion.
The experiment was first carried out using summaries based on the priorities of
individual events, and then repeated using summaries where whole context groups
of events were included at a time, so that the differences in the two methods could
be evaluated. Figure 6.2 shows a graph of the mean percentage error in duration
accuracy for different summary lengths, and it can be seen that single-event based
summarisation is more accurate than context-group based summarisation, especially
for shorter summaries since an event’s duration is of finer granularity than a context
group’s. The mean duration of a single event is 19.2 s, compared with 27.1 s for
a context-group. However, beyond about 300 s, there is little advantage in using
single-event based summaries, in terms of duration accuracy, and the advantage of
context-group based summaries is in the additional coherence they provide to the
overall summary.

Therefore, we can see that while single-event based summarisation has a smaller
duration error than context-group based summarisation, since an event’s duration
is of finer granularity than a context group’s, this advantage decreases significantly
with summary length. The mean percentage error between the actual and preferred
summary length also decreases as the summary length increases.

6.3.3.2 Utility

To offer the user choices like, “We know you’re an Everton supporter, would you
like to pay for an extra five minutes to see Everton scoring from a penalty?” we
introduce a measure of how well the content presented to the user fulfils their
requirements, which we term utility.
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Our utility function for a summary S and user profile U is defined as

Utility (S, U ) =
N∑

i=0

wi frequency(events of class U (i ) ∈ S),

where i is the index of user profile properties, and N is the number of properties
in the user profile. The weightings wi give higher priority to the more preferred
events, and those involving a favourite player or club. Figure 6.3 shows how utility
increases with summary length; for Sarah the rate of increase decreases with sum-
mary length, while for Simon it increases. Simon is a tougher customer to please
than Sarah, although this difference is less noticeable at shorter summary lengths.
This is because Sarah’s favourite events are included more often in the neutral (non-
personalised) summaries than Simon’s favourites. This suggests that there may be a
limit on the variation away from neutral that a personalised summary can produce
using our method. For future work, it would be useful to analyse representative
user profiles of different types of users to evaluate how frequently real users do
have profiles that require content that differs so substantially from that of a neutral
summary that our coherence-based method could not generate it.

To entice a user to pay for extra content, or help them save time, the utility mea-
sure we have developed goes some way towards quantifying the additional benefit
a particular user would gain from an increment in summary length. We found that
utility increases with summary length, and that some users have higher utility than
others, even for the neutral summaries.
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6.3.3.3 Coherence

We now investigate the trade-off between coherence and personalisation. To what
extent is our suggestion valid that constraining personalisation to the context group
level improves coherence? Our novel coherence measure for a summary S, consist-
ing of events Et , Et−1, . . . E1 is calculated as

Coherence(S) = t
√

P(Et , Et−1 . . . E2|E1).

That is, coherence is based on the causal relationships between the summary events,
as calculated using the conditional probability of occurrence of the sequence, given
the first event. Coherence is calculated here for summaries of the same length as the
ground truth summaries because coherence was found to decrease with summary
length. Therefore, we do not vary the summary length for Simon and Sarah’s pref-
erences in this experiment in order to make useful comparisons of their coherence.
Table 6.2 shows the mean coherence of the summaries broadcast on television (the
“ground truth”), compared with our neutral summaries generated using both single-
event based and context-group based summarisation, and summaries personalised
for Simon and Sarah.

Table 6.2 shows that coherence is much higher for context-group based summari-
sation than when single events are included in the summaries. The small difference
in Simon and Sarah’s results can be attributed to the small variations in summary
lengths. As suggested in (Young 2000), personalisation reduces coherence in the
summary, but the drop is much smaller for the context-group based summaries than
the single-event based ones, which shows the advantages of the context group idea
in retaining coherence, even in a personalised summary. Overall, it can be seen
that including whole context groups in the summary, rather than just one event at a
time, not only increases coherence, but mitigates the reduction in coherence due to
personalisation.
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Table 6.2 Mean coherence of various summaries; comparing ground truth with neutral and per-
sonalised summaries

Experiment Coherence

Ground truth 0.112
Neutral, single-event based 0.018
Simon, event-based, personalised 0.006
Sarah, event-based, personalised 0.009
Neutral, context-group based 0.117
Simon, context-group based, personalised 0.112
Sarah, context-group based, personalised 0.113

6.3.4 Requirements for Multimedia Semantics
in Personalised Summaries

Since the publication of Berners-Lee’s vision of the semantic web in 2001 (Berners-
Lee, Lassila, and Hendler 2001), there has been increasing interest in the use of
ontologies for describing the meaning of content, both on the World Wide Web and
in databases. In the sense of the term “ontology” as understood by the semantic
web community, the structures we have used to describe events and user profiles
are little more than metadata. That is, while they contain some limited hierarchical
and possessive relationships, they do not take advantage of the expressiveness or
preciseness of such semantic web languages as the web ontology language (OWL).
While it is understood that metadata should be standardised, and used as a syntac-
tical exchange mechanism, the fundamental point of an ontology is that it is not
standardised, but enables individuals or groups to represent their own point of view
via explicit semantics, forming part of the decentralised system of the semantic
web. Extracting comprehensive semantics from multimedia, in order to populate an
ontology expressed in description logics (using OWL–DL for example) is a long
way off however. The semantic web community is moving towards understanding
the need for provision of interfaces between standard World Wide Web Consortium
(W3C), semantic web languages such as the resource description framework (RDF)
and OWL, and the type of processing that needs to be carried out for extraction
of semantics from multimedia, or with other concrete domains such as spatial or
temporal reasoning. It is at this juncture that a way forward may lie between the
standardisation requirements of multimedia metadata and the more open, decen-
tralised technology of semantic web ontologies.

6.4 Contextual Coherence of Personalised Summaries

The previous subsections address the achievement of intra-document coherence
by analysing the relations between consecutive events in a personalised summary.
However in a typical session, users view more than one story, and often several
documents related to each one. For example, on soccer (or rugby) match days, or
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during major tournaments, one would want to watch important scenes of several
matches, plus a summary of results, some analysis and discussion, interviews, etc.
The amount of stories, daily events and documents for each story, largely surpasses
the available time of the idlest reader. Thus, it is not only important to summarise
long documents to shorter versions but to select a reasonable subset of relevant
documents and topics to be presented to the user out of the massive flow of avail-
able news items, and compose the pieces (summarised or not) in an effective and
coherent way, according to the user’s particularities and live activity. In fact, in some
cases, the content is already delivered in a short format at the point of production
(e.g. in news bulletins), and the summarisation need lies in the appropriate selection
of items or segments. Compared with the intra-document perspective addressed in
the previous section, the aggregation of summaries introduces a new dimension in
the summarisation problem, where a larger variety of topics and a wider semantic
heterogeneity are involved.

In this section, we argue that it is possible to further enhance the coherence of
composite summaries at the aggregative level, by analysing the relations between
user preferences and the current, live user focus at runtime. Indeed, an important
requirement in order for a personalised summary to be perceived as relevant and
meaningful by the user is to improve its coherence with the ongoing course of
user activities at the time the summary is generated. The idea of contextual per-
sonalisation, proposed here, addresses the fact that human preferences are multiple,
heterogeneous, changing, even contradictory and should be understood in context
with the user goals and tasks at hand (Vallet, Castells, Fernández, Mylonas, and
Avrithis 2007).

Even if the user is believed to have a persistent set of user interests, either learnt
by the system in the profiling phase or manually provided by the user, it is assumed
that such interests are not static, but vary with time and depend on the situation. In
order to provide effective personalised summaries and develop intelligent person-
alisation algorithms, it is appropriate to not only consider a stable set of persistent
user interests, but also to take into account the current user focus. Indeed, although
users may have stable and recurrent overall preferences, not all of their interests
are relevant all the time. Instead, usually only a subset is active at a given situ-
ation, and the rest can be considered as “noise” preferences. For instance, a user
may enjoy documentaries about sea life, whereby the concept “sea” is important
for his/her in the context of natural life documents, but this does not mean he/she
is especially interested in sea battles when he/she is viewing a documentary about
wars. Therefore, our model distinguishes a persistent component (which evolves at
a slower pace) of a priori user preferences, and a temporary, ad hoc component,
which is dependent on the live context within which the user engages in content
retrieval tasks.

In our approach, the latter takes the form of an explicit, dynamic representation
of the live semantic context as a vector of weighted domain concepts, which is built
by collecting ontology elements involved in user actions, as will be described later
in this chapter. This runtime representation of context is used in combination with
the persistent user preferences in order to compute a focused, contextualised set
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of user interests. The computation of this set is achieved in two steps, consisting
of a contextual expansion, followed by a contraction. In the first step, the initial
preference and context sets are completed to form semantically coherent super-
sets, and in the contraction, a sort of intersection of the supersets is determined.
This way, the semantic runtime context is used to activate different subsets of user
interests at runtime, so as to achieve a coherence with the thematic scope of user
actions, in such a way that out-of-context preferences are discarded. Finally, the
contextualised user interests are used to achieve a better, more accurate and reliable
personalisation of the retrieval results retrieved by the system in response to user
queries.

Context is an increasingly common notion in information retrieval (IR)
(Finkelstein, Gabrilovich, Matias, Rivlin, Solan, Wolfman, and Ruppin 2002).
This is not surprising since it has been long acknowledged that the whole notion of
relevance, at the core of IR, is strongly dependent on context – in fact, it can hardly
make sense out of it. However, context is a difficult notion to grasp and capture
in a software system. In our approach, we focus our efforts on this major topic
for content search and retrieval systems, by restricting it to the notion of semantic
runtime context. The latter can be defined as the background themes under which
user activities occur within a given unit of time. In this view, the problems to be
addressed include how to represent the context, how to determine it at runtime and
how to use it to influence the activation of user preferences, contextualise them and
predict or take into account the drift of preferences over time (short and long term).
In our current solution to these problems, the runtime context is represented as (is
approximated by) a set of weighted concepts from a domain ontology.

The concepts that are used to represent the context are the ones that appear in
user queries and annotations of clicked documents during a retrieval session. For
example, if a user is querying and reading about ecologic damage in a certain region,
the context may be made of domain concepts such as fire, toxic spills, air, river,
fauna, etc. The initial weight of a concept in the context depends on its importance
in a query, or the clicked documents where it is found. Then the weight is updated
after each user request (click or query) in a way that decays with time, so that most
recently involved concepts are considered most significant in reflecting the ongoing
user concerns.

Our approach to the contextual activation of preferences is then based on a
computation of the semantic distance between each concept in persistent user pref-
erences and the set of concepts in the current context. This distance is assessed
in terms of the number and length of the semantic paths linking preferences
to context, across the semantic network defined by the ontology. This can be
expressed as

C P(u, y) = P(u, y) ·
⋃

x∈O,x
p−→y in O

C(x) · w(p), (6.1)
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where the union symbol denotes the algebraic sum (i.e. a ∪ b = a + b − a · b),
P(u, y) ∈ [0, 1] is the intensity of interest by a user u for a concept y of a domain
ontology O, C(x) ∈ [0, 1] is the degree of importance of a concept x in the current

context, x
p−→ y denotes there is a path p of semantic relations ri (xi , xi+1), i =

1, . . . , k − 1, connecting x to y in the ontology (i.e. x1 = x , xk = y), and w(p)
is the propagation power of each path, which depends on the semantic strength (a
value in [0,1]) assigned to the semantic relations that make up the path, namely

w(p) =
k−1∏
i=1

w(ri (xi, xi+1)).

For instance, in the previous example, a steady user interest for sea life would
be found to be in context with the retrieval session, provided that the domain ontol-
ogy includes e.g. oil spill as a special case of an ecologic accident with impact on
sea life, whereas a user preference for e.g. some basketball team would be out of
place given the current focus of user activity. If, say, fishing industry was also in
the context, the relevance of the user interest for sea life would be intensified, if
the fact that the fishing industry depends on sea life is a known semantic relation
in the ontology (see Fig. 6.4). Whereas the relation weights w(r (a, b)) are stored
in the knowledge base, the weights of the paths are not stored persistently, as they
are highly sensitive to changes in the KB (addition and removal of instances and
relations). They are therefore computed on demand at runtime instead, and cached
only for the duration of a session. For further details on this method, the reader is
referred to Vallet et al. (2007).

Ultimately, the perceived effect of contextualisation is that user interests that
are out of focus for a given context are disregarded, and only those that are in the
semantic scope of the ongoing user activity (a sort of intersection between user
preferences and runtime context) are considered for personalisation. This would
mean that, for instance, information about the damage of an oil spill on the sea life
would have higher priority than the economic impact, when a personalised summary
about the accident is built. In practice, the inclusion or exclusion of preferences is

P(u,z) = 1.0

CP(u,z) = P(z) · [ C(x) · w(r1(x,z))∪C(y) ·w(r2(y,z)) ]

CP(u z) = 1.0 · (0.6 · 0.5 + 0.8 · 0.7 – 0.6 · 0.5 · 0.8 · 0.7),

CP(u,z) = 0.692

x z
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0.6
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Fig. 6.4 Contextual value of a user interest for “sea life” with respect to “oil spill” and “fishing
industry” in a retrieval session
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not binary, but instead ranges on a continuum scale, where the contextual weight
of a preference decreases monotonically with the semantic distance between the
preference and the context, as determined by Equation (6.1).

The extraction and inclusion of real-time contextual information as a means
to enhance the effectiveness and reliability of long-term personalisation enables
a more realistic approximation to the highly dynamic and contextual nature of
user preferences. The ontology-driven representation of the domain of discourse,
proposed in the previous sections, provides enriched descriptions of the semantics
involved in retrieval actions and preferences, enabling the definition of effective
means to relate user preferences and context. The gain in accuracy and expressive-
ness obtained from an ontology-based approach brings additional improvements in
terms of retrieval performance.

The proposed contextualisation technique brings a clearer benefit in multi-
document (or multi-topic) summarisation, involving the automatic selection of a
subset of available multimedia documents (or document segments on a variety of
subjects). For instance, a personalised multi-document summary may include a list
of clips of several sports events, biased towards the user’s favourite sports, teams,
players, etc. This could include a couple of (summaries of) soccer matches, a bas-
ketball match and a golf tournament. If the user pays more attention to the golf clips,
the effect of contextualisation would result in the summary automatically reorgan-
ising itself by increasing the space devoted to golf content. This would be a con-
sequence of temporarily raising the a priori (persistent, long-term) user preference
for golf, taking into account the ongoing user actions (semantic runtime context).
This temporary, focused profile is what we are calling a contextualised user pro-
file. The advantage of contextualisation is obviously higher when the initial multi-
document spans across a wider subject range (e.g. including politics, sports, culture,
etc.).

The contextualisation technique has been implemented in an experimental
prototype, and tested on a medium-scale corpus. The latter consists of 145,316
multimedia documents (445 MB) from the CNN web site (http://dmoz.org/News/
OnlineArchives/CNN.com), annotated with the KIM domain ontology and KB
(Kiryakov, Popov, Terziev, Manov, and Ognyanoff 2004), publicly available as
part of the KIM platform, developed by Ontotext Lab, with minor extensions. The
ontology was used in OWL format (ported from its original RDF version), but our
personalisation system is compatible with RDF as well.

For the experiment, we have built a testbed including ten hypothetical context
situations (scenarios), each consisting of a sequence of user actions defined a priori,
including queries and clicks on summary items, detailed step by step.

The results of this experiment are shown in Fig. 6.5, comparing the performance
of contextual presonalisation vs. personalisation alone, and no personalisation. It
can be observed that the contextualisation technique consistently results in better
performance with respect to simple personalisation. The experiment shows how the
contextualisation approach significantly enhances personalisation by removing out-
of-context user interests, and leaving the ones that are indeed relevant in the ongoing
course of action.



6 Personalised Multimedia Summaries 181

0.0

0.2

0.4

0.6

0.8

1.0

0.0

Recall

P
re

ci
si

o
n

Contextual personalisation  
Personalisation without context
Personalisation off

–0.2

–0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 2 3 4 5 6 7 8 9 10

Use case nr.

R
-p

re
ci

si
o

n
 w

it
h

 v
s.

 w
it

h
o

u
t

C
o

n
te

xt
u

al
iz

at
io

n

 vs. simple personalization  

 vs. personalization off 

0.2 0.4 0.6 0.8 1.0
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showing the average precision vs. recall curve (left) and the comparative precision histogram
(right), for ten scenarios

6.5 Conclusions

In this chapter, we have presented examples of personalisation applied to the sum-
marisation of multimedia content. Automated content summarisation is necessary
when the summary needs to be personalised to a user’s specific needs or interests.
For example, in a commercially viable sports clips service, each user will want
action relating to their favourite team, players, league, etc. If there are thousands of
subscribers to the service, it would be impossible to generate the targeted summaries
for each user, but with knowledge of the user’s preferences and interests, and suit-
able annotated content, an automated summarisation system such as that described
in Section 6.3 could select exactly the right portions of the source for each user.
The method we describe above takes into account the need to produce a semantic
summary of the content i.e. that the resulting shortened version remains coherent
and still tells the story of the whole event, rather than presenting a disjointed set of
situations which can arise when purely signal-based methods are used.
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Personalised summarisation was illustrated in Section 6.3 applied to one specific
domain – that of soccer videos. This domain is highly representative of many sports
domains where there will be opposing teams, multiple players and potentially a
long match. Users will have favourite teams, players, tournaments, actions, moments
(e.g. the famous “coup de boule” from the 2006 World Cup), etc. for each sport
they follow, and the methodology described in Section 6.3 is generic enough to be
extended beyond soccer, as long as a suitable domain ontology is defined and that
user preferences appropriate to the sport are obtained.

User satisfaction in personalised systems is the main measure of success of the
chosen method. Subjective testing is the most appropriate means of judging how
closely a personalisation system meets the user needs. Although we can measure
specific characteristics such as how closely a time target is met or how many times
a favourite player appeared in a summary, only a user can tell us how satisfied they
were by the summary generated for them. As people’s familiarity with a subject
and their interest in it varies over time, it could not be expected that a specific per-
sonalisation decision made by the system when the user first encounters it would
necessarily be applicable over time as the user becomes more experienced and other
issues and interests influence their personal preferences. It is also the case that a user
may have different needs and interests at different times during the day e.g. leisure
vs. work. Therefore, attention to context is critical in maintaining users’ satisfac-
tion in their interaction with personalisation systems, and Section 6.4 describes the
use of context in improving user satisfaction in systems where multiple multimedia
summaries may be presented to the user.

It was shown in Section 6.4 that user requirements for personalised content may
change rapidly depending on the user’s activities at any one time, but may also be
subject to slow changes over a longer period, whilst retaining a static or very slowly
changing set of preferences throughout stable periods in their life. The results shown
in Section 6.4 show the improvements achieved when context is taken into account,
and reinforce the importance for any personalisation system to use available contex-
tual cues to better predict changes in user needs and preferences.
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Chapter 7
The Role of Ontologies for 3D Media
Applications

Michela Spagnuolo and Bianca Falcidieno

7.1 Introduction

From the beginning of its use, the term multimedia has been characterised by the
possible multiplicity of content, by its availability in digital form and by its accessi-
bility via electronic media. Text, audio, animations, videos, and graphics are typical
forms of content combined in multimedia, and their consumption can be either linear
(e.g. sound) or non-linear (e.g. hypermedia), usually allowing for some degree of
interactivity.

In the last decade, we witnessed an unprecedented improvement in technologies
for multimedia delivery: Internet bandwidth, compression methods, and visualisa-
tion capabilities are now allowing streaming, sharing, and rendering of multimedia
content both in professional and in personal environments. The standardisation of
content delivery is captured now in MPEG-4, which covers all media types. At the
same time, the convergence of research in multimedia and knowledge technologies
(see Chapter 1) opens up new possibilities of interaction with multimedia, as for
example those addressed by multimedia content analysis, semantic annotation, and
content-based retrieval. In parallel to this evolution, MPEG-7 formalises the way
we will be able to describe the content and use these descriptions for an easier and
more efficient processing (see Chapters 2 and 4).

Semantic multimedia, as the evolution of traditional multimedia, makes it possi-
ble to use and share content of multiple forms, endowed with some kind of intelli-
gence, accessible in digital form and in distributed or networked environments. The
success of semantic multimedia largely depends on the extent to which we will be
able to compose them, and the related processing tools in systems that provide effi-
cient and effective search capabilities, analysis mechanisms, and intuitive reuse and
creation facilities, at the level of content, semantics, and context (Golshani 2006).
Taking one step further, indeed, we could easily envision semantic multimedia
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systems of a higher level of complexity in which the generic architectural framework
underpinning semantic multimedia systems could be extended to knowledge and
data intensive applications, which have been historically developed in sectors that
were quite far from multimedia and knowledge technologies. Throughout this chap-
ter, we will illustrate this idea focusing on perspective applications of 3D media, a
rapidly emerging new form of media in the semantic multimedia panorama.

3D media are digital representations of either physically existing objects or vir-
tual objects that can be processed by computer applications. They may be either
defined directly in the virtual world with a modelling system or acquired by scan-
ning the surfaces of a real physical object. 3D content is relatively recent in the
multimedia scenario: only in the last decade, indeed, computer graphics has reached
a mature stage where fundamental problems related to the modelling, visualisa-
tion, and streaming of static and dynamic 3D shapes are well understood and
solved. Considering now that most PCs connected to the Internet are equipped with
high-performance 3D graphics hardware, it seems clear that in the near future 3D
data will represent a huge amount of traffic and data stored and transmitted using
Internet technologies. It has been predicted that geometry is poised to become the
fourth wave of digital multimedia communication, where the first three waves were
sounds in the 1970s, images in the 1980s, and videos in the 1990s.

3D media introduce also a new kind of content in the multimedia scenario:
research on multimedia and semantic multimedia is largely devoted to pixel-based
content which is at most two dimensional (e.g. images), possibly with the addi-
tion of time and audio (e.g. animations or videos), while 3D media are defined by
vector-based representations. Due to its distinctive properties, the emergence of 3D
content cannot be simply addressed as the problem of adding one dimension to
the content: 3D media make it necessary to develop ad hoc solutions for content
analysis, content- and context-based retrieval, modelling, and presentation, simply
because most 2D methods do not generalise directly to 3D.

In this chapter, we will discuss issues related to the definition of semantic 3D
media, taking into account the perspective of researchers in the field of computer
graphics as well as the perspective of the 3D application requirements. The com-
puter graphics community could indeed bring a significant contribution to the devel-
opment of ontologies for 3D applications by taking care of defining a comprehensive
schema for documenting and sharing 3D media representations, to be linked and
further specialised by experts in different domains. To better understand the char-
acteristics of the 3D scenario, Section 7.2 discusses the evolution of 3D modelling
paradigms, from the traditional geometry-oriented to the emerging semantics-driven
approaches. Emphasis will be given to the need of handling not only 3D shapes
but also structures of 3D shapes as a key to link semantics to geometric data. In
Section 7.3, we will analyse the levels of knowledge management required in appli-
cations, exemplifying the concepts in the scenario of product modelling, which is
among the most complex and consolidated of 3D application domains. Finally, pre-
liminary results related to the definition of ontologies for describing and processing
3D media in a semantics-aware context will be presented. These results have been
obtained within the FP6-IST Network of Excellence AIM@SHAPE, whose main
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goal is to develop new methodologies for modelling and processing knowledge
embedded in multidimensional digital objects, called shapes. Concluding remarks
will end the chapter with a discussion on the main challenges that need to be
addressed in order to achieve also for 3D media the same level of functionalities
available in traditional media.

7.2 3D Media Representation: From Geometry to Semantics

Knowledge technologies can be effectively used in complex 3D application fields
if the underlying 3D modelling approach is able to support and encapsulate the
different levels of abstraction needed for describing an object form, function, and
meaning in a suitable way. We will briefly overview the traditional approach to
3D modelling, as it has been adopted until now in computer graphics, and propose
its evolution towards a semantics-based modelling paradigm, which is consistent
with the different description levels used for traditional 2D media and reflects an
organisation of the information content that ontologies dealing with 3D application
domains could nicely exploit.

7.2.1 The Traditional Geometric/Visual Approach to 3D Media
Representation

Modelling shapes is part of both cognitive and creative processes, and from the out-
set, models of physical shapes have satisfied the desire to see in advance the result
of a project (Maldonado 1994). Architects, engineers, and product designers have
always used physical models and graphical representations both for visualising their
formal, structural, and functional hypotheses and to show other people (e.g. cus-
tomers, clients, and producers) their projects. The ability of producing high-fidelity
physical shape models was fundamental in the fifteenth century for originating the
profession of architects, as professionals different from the master builders.

The use of computers has revolutionised this approach to shape modelling,
opening new frontiers in research and application fields: computer-aided design,
computer graphics, and computer vision, whose main goal is to discover basic
models for representing and generating shapes. At the beginning, this effort gave
rise to research in geometric modelling, which sought to define the abstract prop-
erties which completely describe the geometry of an object (geometric model) and
the tools to handle this embedding into a symbolic structure. The visual aspect of
shapes has deeply influenced the development of techniques for digital shape mod-
elling, which have mainly focused on the definition of mathematical frameworks for
approximating the outer form of objects using a variety of representation schemes.

Terminology and definitions for the foundations of geometric modelling were
first introduced in the seminal article of Requicha (1980), whose basic notions have
shaped the whole field to this day. The Requicha’s paradigm uses four levels of
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Fig. 7.1 The modelling paradigm defined by Requicha

abstraction, called universes (see Fig. 7.1) and expresses the modelling pipeline as
transitions, or mappings, between these universes.

The first transition is from the physical to the mathematical universe: in this step,
it is essential to capture the main properties of the objects to be modelled and to
choose an appropriate mathematical abstraction (mathematical model). For exam-
ple, if one has to model terrain data, an appropriate mathematical class of surfaces
is the class of bi-dimensional scalar fields. The choice of this class will guide the
following steps and will set a few basic guidelines for checking the correctness of
the digital model: for example, choosing the class of bi-dimensional scalar fields
will constrain the digital models to have no caves, as for each (x ,y) value only one
z value will be admissible.

The same mathematical model can be represented in different manners: for exam-
ple, a bi-dimensional scalar field can be represented by decomposing the domain
using a regular grid or a triangular mesh, and by associating the field values to the
grid vertices. Considerable research activity has been developed in the two most
well-known representation schemes for solids: CSG (constructive solid geometry)
and B-Rep (boundary representation), which have deeply influenced current com-
mercial geometric modelling systems. Roughly speaking, CSG represents shapes
by modelling them as a composition of simpler volumes, while B-Rep represents
shapes by defining their enclosing boundary surface. Figure 7.2 shows some exam-
ples of B-Rep representations of the same shape, mathematically defined by the
equation of a torus. The triangle mesh is probably the most common geometric
model used in computer graphics, and it is defined by a triangular network among
points scattered on the shape boundary surface (a); other possibilities are regular

(a) (b) (c)

Fig. 7.2 Different geometric models of the same shape
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quadrangular grids (b), level sets, or the point set itself (c) that is the simplest model
possible, and it is defined by points on the shape whose adjacency can be determined
by ad hoc algorithms or suitable spatial ordering structures.

The same geometry can be therefore represented by different discretisations (e.g.
meshes, parametric surfaces, unstructured point clouds), each representation being
chosen according to their advantages and drawbacks with respect to the application
purposes. For example, complex triangulated meshes are badly suited to interactive
animation. Simpler representations such as point set surfaces can be sufficient for
special classes of applications (e.g. ray-tracing techniques only require ray-surface
interrogations). The conversion between distinct representations is still a delicate
issue in most systems, but there are tools to derive triangular meshes from the major-
ity of representation schemes. The selected representation model will be eventually
mapped into an appropriate data structure, that is computer-understandable and that
will be devised according to optimisation and efficiency criteria (implementation
model). For example, a triangular mesh can be implemented in many different ways.

It is important to point out that, for the development of semantic 3D media, the
conceptualisation of the geometry in not an issue: geometric modelling is, by itself,
the answer of the computer graphics community to the need of defining and express-
ing in formal terms concept and relationships concerning the geometric represen-
tation of 3D media. Shape models and related data structures encapsulate all the
geometric and topological information needed to store and manipulate 3D content
in digital form.

While the technological advances in terms of hardware and software have made
available plenty of tools for using and interacting with the geometry of shapes,
the interaction with the semantic content of digital shapes is still far from being
satisfactory. While we have tools for viewing digital shapes even in much unspe-
cialised web contexts – e.g. browser plugins such as scalable vector graphics (SVG)
or VRML – we still miss effective and established tools to understand the meaning
of an object (virtual or real), to compare it with other objects, or to decide if two
parts are equivalent, similar, or different.

7.2.2 A New Paradigm for Representing 3D Media Semantics

To be able to handle semantic 3D media, we believe it is necessary to reason in terms
of a new modelling paradigm which differs from Requicha’s scheme in two ways:
the coexistence of a real universe coupled with a semantic one and the formalisation
of the mathematical universe whose models are based not only on purely geometric
aspects but also on a set of multiple views, or structures, on top of the geometry.

This objective can be achieved if the 3D content is organised in a way that takes
into account and supports reasoning at different levels of abstraction and that goes
beyond the limits of the pure geometry. The integration and coupling of the classical
shape modelling pipeline with the semantics-based one is sketched in Fig. 7.3.
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Fig. 7.3 The semantics-based modelling paradigm for 3D media

First of all, the universe of objects to be modelled has to be coupled with a
knowledge domain, or conceptual world. In this universe, we will find abstractions
of the human perception, understanding, and organisation of 3D media content and
related knowledge. Entities belonging to a conceptual world and underpinning a
broad conceptual domain are, for example, concepts of similarity, features, struc-
tural decompositions, or shape categories.

The conceptualisation of the knowledge domain has to adhere to a suitable organ-
isation of the geometric data about the shapes. Generalising what has been discussed
so far, we may say that shapes are characterised by a geometry (i.e. the spatial extent
of the object), they can be described by structures (e.g. form features or part–whole
decomposition), they have attributes (e.g. colours, textures, or names attached to an
object, its parts, and/or its features), they have a semantics (e.g. meaning, purpose,
functionality), and they may also have interaction with time (e.g. history, shape mor-
phing, animation) (Falcidieno, Spagnuolo, Alliez, Quak, Vavalis and Houstis 2004.

We believe that the key issue to focus on is the structural level of representation
of shape models. Structural models reflect and make explicit the decomposition of
the object into its main parts/components and provide a global description of the
object as a configuration of simpler parts. Examples of structural models are skele-
tons, obtained, for example, by volume thinning or distance transforms, or surface
segmentation into patches having uniform properties. A structural representation
of a shape specifies parts, attributes, and relations between them, independently and
explicitly. Structural models encapsulate knowledge because they describe an object
in terms of relevant parts that are context-dependent, or even user-dependent.

With respect to the traditional modelling paradigm, the simple one-level geomet-
ric model has to be replaced by a multi-layer architecture, where both the geometry
and the structure contribute to the representation of the shape. At the same time, the
structure is seen as the bridge towards the semantics, as it supports the annotation
of the geometry with semantic information. In Fig. 7.4, we show an example of the
different layers that shape representations should be able to portray, ranging from
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(a) (b) (c) (d)

Fig. 7.4 The multi-layer organisation of 3D content; raw data (a), geometry (b), structural (c), and
semantic (d) levels or representation

raw point measures acquired on a physical object in (a) to the semantic annotation
of the digital model highlighting parts suitable for grasping the object in a virtual
environment (d).

The importance of structural descriptions and representations relates also to the-
ories of human perception, where experimental results are used for showing that
people, when they interpret the meaning of a novel scene, attend to a few details
only and recognise an object through basic shapes (Biederman 1987; Marr 1982).
In generic domains of knowledge, they assume that each basic shape may be repre-
sented as a combination of a few generalised primitives. In more focused domains
of knowledge, the basic components, or primitives, may be also linked to functional
or other semantic primitive components, and the structural model generally reflects
a semantics-driven segmentation of the shape.

To realise the shift towards this new modelling paradigm, it is also necessary to
develop new and advanced tools for supporting semantics-based analysis, synthe-
sis, and annotation of shape models (Mortara, Patané and Spagnuolo 2006; Attene,
Katz, Mortara, Patané, Spagnuolo and Tal 2006; Abaci, Mortara, Patané, Spagnuolo,
Vexo and Thalmann 2005). This step is equivalent to image analysis and segmen-
tation for 2D media: features of a 3D model are equivalent to regions of interest
in images. There is, however, a different input and a slightly different target, as
image analysis is trying to understand what kind of objects are present in the scene
captured by the image, while in 3D segmentation, the object is known and it has
to be decomposed into meaningful components that might be used to manipulate
and modify the shape at later stages. From a high-level perspective, the main dif-
ferences concern the different nature of the content: descriptors used for 2D images
are concerned with colour, textures, and properties that capture geometric details
of the shapes segmented in the image. While one-dimensional boundaries of 2D
shapes have a direct parameterisation (e.g. arc length), the boundary of arbitrary
3D objects cannot be parameterised in a natural manner, especially when the shape
exhibits a complex topology, e.g. many through-holes or handles. Most notably, fea-
ture extraction for image retrieval is intrinsically affected by the so-called sensory
gap: “The sensory gap is the gap between the object in the world and the information
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in a (computational) description derived from a recording of that scene” (Smeulders,
Worring, Santini, Gupta and Jain 2000). This gap makes the description of objects
an ill-posed problem and casts an intrinsic uncertainty on the descriptions due to
the presence of information which is only accidental in the image or due to occlu-
sion and/or perspective distortion. On the other hand, the boundary of 3D models
is represented in vector form and therefore does not need to be segmented from a
background. Hence, while the understanding of the content of a 3D vector graphic
remains an arduous problem, the initial conditions are different and allow for more
effective and reliable analysis results and offer more potential for interactivity since
they can be observed and manipulated from different viewpoints.

Finally, at the semantic level, which is the most abstract level, there is the asso-
ciation of a specific semantics to structured and/or geometric models through anno-
tation of shapes, or shape parts, according to the concepts formalised by a specific
domain ontology. For example, the chair in Fig. 7.4 represented in structural form
can be analysed in the domain of knowledge related to computer animation and the
regions of possible grasping are annotated accordingly (see Fig. 7.4(d)). The aim of
structural models is, therefore, to provide the user with a rich geometry organisation
which supports the process of semantic annotation. Therefore, a semantic model is
the representation of a shape embedded into a specific context, and the multi-layer
architecture emphasises the separation between the various levels of representations,
depending on the knowledge embedded as well as on their mutual relationships.

The multi-layer view of 3D media resembles the different levels of description
used for other types of media, but there is a kind of conceptual shift when dealing
with 3D media: here, we have the complete description of the object and we want to
describe its main parts, or features, usually in terms of low-level characteristics (e.g.
curvature, ridges, or ravines). These features define segmentations of the shape itself
that is independent of a specific domain of application but that carries a geometric
or morphological meaning (e.g. protrusions, depressions, and through holes).

7.3 Knowledge and Ontologies for 3D Media Applications

3D media are not only fancy-looking graphics used in entertainment applications;
they are endowed with a high knowledge value carried either by the expertise needed
to design them or by the information content itself. 3D graphics are key media in
many sectors such as industrial design, engineering and simulation, and medicine
and bioinformatics. In these applied sectors, representing a complex shape in its
complete life-cycle stages is known to be highly non-trivial, due to the sheer mass
of information involved and the complexity of the knowledge that a shape can reveal
as the result of a modelling process. We believe that the potential of semantic mul-
timedia technologies could be fully exploited in these application areas, where the
processes deal with contents of multiple forms and types, the processing workflows
are guided by knowledge and semantics, and the working environment is usually dis-
tributed. Knowledge technologies, and ontologies in particular, are quite promising
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in this field and offer new possibilities regarding knowledge management, retrieval
effectiveness, and online collaboration compared to conventional technologies and
techniques (Sevilmis, Catalano, Camossi, Cheutet and Ferrandes 2006).

An interesting example of a prospective 3D semantic multimedia system is prod-
uct modelling, where a great industrial value is carried not only by the product
itself – encapsulated in its corresponding 3D model – but also by the design and
development history and process, the intermediate shapes that contributed to the
definition of the final product, and the experts’ knowledge used at the various stages
of its development. Starting from a sketchy description of the various levels of
knowledge management and processing occurring in the product modelling field,
we will then generalise the requirements of generic ontologies and metadata for 3D
application scenarios.

7.3.1 Knowledge About 3D Media: The Product Modelling
Example

The interest in shape-related knowledge arises in all applications dealing with digital
models of 3D shapes, either representing real objects or being created from scratch.
As an example, we will discuss here product modelling, which is the application
sector that mostly contributed to the development of techniques for modelling and
processing digital 3D models. Product modelling can be informally defined as the
whole work flow that goes from an idea about a new product (e.g. an appliance
or a car) to the concept development and shape design, and then to a series of
engineering-related steps such as testing, manufacturing, or machining the phys-
ical object. Due to the industrial push of product modelling, disciplines such as
computer-aided design (CAD) and computer-aided manufacturing (CAM) strongly
influenced the field of geometric modelling: they provided tools for an efficient han-
dling of geometric data and for assisting engineers, or design professionals, in their
activities. CAD systems can be regarded as the main geometry authoring tool within
the product modelling work flow, while CAM systems take as input 3D models,
or digital 3D media, and generate from them code to drive numerically controlled
machine tools in order to manufacture the object.

Oversimplifying the whole process, we may take the CAD design and the CAM
step as the beginning and end of the product modelling phase. Even in this simpli-
fied case, it is evident that the process involves a variety of data, information, and
knowledge that the simple geometry cannot encapsulate by itself. Designers will be
concerned more with aesthetic aspects of the model and will therefore be more used
to reason in terms of qualitative properties of the geometry, such as roundness or
smoothness, that may influence the shape of the product and convey some high-level
feeling, such as aggressiveness or solidity in car design.

Aesthetics by itself is definitely not the single aspect to be considered since
designers have also to deal with manufacturing, ergonomics, usability, or material
technology. There is a variety of established methodologies that are used to inte-



194 M. Spagnuolo and B. Falcidieno

grate all these crucial aspects, and among them, concurrent engineering (CE) is a
good example of a semantic 3D media environment. In a CE work flow, the various
actors of the process work in parallel on a number of tasks that concur to modelling
the product in order to optimise product quality while reducing development time.
Therefore, CE information management is a global problem that requires a global
strategy and solution, while most solutions today end up being independent.

The information management strategy should include the way design infor-
mation is represented and how different processes interact with this information,
across many departmental and disciplinary boundaries. Thus, to provide meaning-
ful descriptions of a part for the different activities involved in the product devel-
opment process, it is crucial to fulfil integration requirements. In the engineering
community, feature-based modelling technology was identified as the solution for
associating functional information to geometric data, and consequently for inte-
grating design and downstream applications (Shah and Mäntylä 1995; Bidarra and
Bronsvoort 2000).

Feature-based modelling introduced a structural level of representation in the
traditional product modelling pipeline: features, as sets of geometric elements that
are associated with some meaning, are a way to structure the geometry according
to semantics-oriented criteria. The concept of feature is very crucial for the devel-
opment of semantic 3D media also because it allows simultaneous consideration
of different views of one object through the conceptualisation of different feature
classes. The intuition behind this is that while the geometry of an object is unique,
its description in terms of parts or functional aspects may be multiple. The same
shape, indeed, may be described in different ways: considering the simple example
depicted in Fig. 7.5, we might describe the same object as being formed either by a
small handle attached to a box or as the result of carving out three small boxes out
of a bigger one.

In the product modelling context, the different descriptions sketched in Fig. 7.5
could correspond, for example, to two different views of the same product used in

(a) (b) (c)

Fig. 7.5 The same object (b) may be described in different ways (a,c)
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different stages of the modelling workflow. For instance, an engineer dealing with
functional design would construct the object using a volume composition approach,
by adding a handle to a box (see Fig. 7.5(a)). In the design scenario, indeed, the
relevant features are those that carry a functional meaning as, for example, the han-
dle for carrying the object. Conversely, in a manufacturing phase, the same object
would be better described in terms of volume subtraction because the volume to be
machined out identifies relevant features in the machining process (see Fig. 7.5(c)).

The central goal is to conceptualise shape design with classified elements, i.e.
features, and add information related to design intent and other specific contexts.
Most current CAD systems now support feature-based modelling, and they provide a
better understanding of the relationships between the functional aspects of engineer-
ing and part shape. Feature-based modelling is the key to support CE work flows,
where each design process works and updates its specific feature-based model and
the modifications have to be propagated to the other concurrent design processes.
So, it is necessary not only to conceptualise semantic descriptions but also to provide
the mapping between different feature-based models that represent the same object
under different points of view, which is still an open challenge.

It is clear that effective CE systems should be based on knowledge management
and sharing mechanisms and standards that are able to provide a comprehensive
formalisation and reasoning infrastructure that supports the design and production
processes. Data standards, such as STEP, are very useful for exchanging low-level
information but are not useful for supporting a knowledge-driven design process
(Cera, Regli, Braude, Shapirstein and Foster 2002). We need to have tools for anno-
tating 3D shapes or shape parts, ontologies able to express the functionalities of
shape parts, and retrieval systems able to locate existing content according to geo-
metric as well as semantic criteria. The functionalities provided by consolidated
knowledge technologies have to be integrated with advanced tools for processing
and analysis of 3D media in order to create a harmonised knowledge-driven frame-
work for dealing with 3D media.

7.3.2 Knowledge Sources in 3D Applications

Effective and efficient information management, knowledge sharing, and integration
have become an essential part of more and more professional tasks and work flows
in product modelling, but it is clear that the same applies also to other contexts, from
the personal environment to other applied sectors. There is a variety of information
related to the shape itself, to the way it has been acquired or modelled, to the style
in which it is represented, processed, and even visualised, and many more aspects
to consider.

To cope with the complexity of 3D applications, we envision that application-
specific ontologies should rely on a detailed formalisation of 3D media proper-
ties that does not depend on the specific application and captures the common
knowledge about the shapes that can be specialised in application ontologies. Stated
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differently, we believe that the development of ontologies for 3D applications should
resemble the abstract configuration presented in Fig. 7.3, therefore taking into
account the formalisation of concepts related to structure as a hinge for connecting
semantics.

Up to now, the few ontologies describing 3D media usually refer to partial aspects
of the shape geometry, considering only the representation used for a specific appli-
cation. This is, for example, the case of an interesting recent work on the use of
ontologies in a computer vision system addressing the inspection of plants for hor-
ticultural applications (Koenderink, Top and van Vliet 2006). A human expert relies
on a number of properties to assign quality grades to plants at the seedlings stage:
for example, the leaf area and curvature, the stem length, or the regularity of the
leaf shape. The expert knowledge used in the process of plant classification is then
embedded in a number of tasks and sub-tasks and integrated with what the authors
call a geometrical application ontology that supports the segmentation of the 3D
model into features meaningful in that domain. The formalisation of the classifi-
cation process is used to define a set of rules that are used to classify plants in an
automatic manner. This expert system is coupled with an image acquisition device
that measures the relevant properties on the 3D model reconstructed from the data
acquired.

Apart from these few examples, we are not aware of 3D applications already
working with ontologies, while there are ongoing activities related to the formalisa-
tion of background domain knowledge pertaining to application areas dealing with
3D data. This is the case of the medical domain, for example, where the foundational
model of anatomy (FMA) has been conceptualised using ontologies and potentially
offering a very interesting background for developing 3D semantic web applications
for that domain (Rosse and Mejino Jr. 2003).

Therefore, the ingredients needed to implement a 3D semantic application should
definitely include a conceptualisation of the shape itself, in terms of geometry, struc-
ture, and semantics, and of the knowledge pertaining to the application domain.
In order to fulfil the requirements of complex 3D applications, we need tools and
methods to formalise and manage knowledge related to the media content and to the
application domain, at least at the following levels:

� knowledge related to the geometry of 3D media: while the descriptions of a
digital 3D item can vary according to the contexts, the geometry of the object
remains the same and it is captured by a set of geometric and topological data
that define the digital shape;

� knowledge related to the application domain in which 3D media are manipu-
lated: the application domain casts its rules on the way the 3D shape should be
represented, processed, and interpreted. A big role is played by knowledge of the
domain experts which is used to manipulate the digital model: for example, the
correct manner to compute a finite element mesh of a 3D object represented by
free-form surfaces is subject also to informal rules that should be captured in a
knowledge formalisation framework;
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� knowledge related to the meaning of the object represented by 3D media: 3D
media may represent objects that belong to a category of shapes, either in broad
unrestricted domains (e.g. chair, table in house furniture) or in narrow specific
domains (e.g. T-slots, pockets in mechanical engineering). The shape categories
can also be described or defined by domain-specific features that are the key
entities to describe the media content, and these are obviously dependent on the
domain.

The first level is concerned with knowledge which has geometry as its back-
ground domain. There are a variety of different representations for the geometry of
3D media that cannot be simply reduced to the classical virtual reality modelling
language (VRML) descriptions and its variations, as currently supported by MPEG-
4. Here, the view of 3D media is more concerned with the visualisation, streaming,
and interaction aspects than with requirements imposed by applications. 3D geom-
etry, as used in applications, has to do with a much richer variety of methods and
models, and, for example, in the product modelling scenario, users might have to
deal with different representation schemes for the same product within the same
modelling pipeline. In this sense, describing the content of 3D media in terms of
geometric data is much more complex for 3D than for 2D media. There are many
attributes and properties of 3D models that scientists and professionals are using
to exchange, process, and share content, and all these have to be classified and
formalised thoroughly.

The second level refers to the knowledge pertaining to the specific application
domain, but it has to be linked to the geometric content of the 3D media. Therefore,
if we want to devise semantic 3D media systems, with some reasoning capabilities,
we have to formalise also expert knowledge owned by the professionals of the field.

Finally, the third level has to do with the knowledge related to the existence of
categories of shapes; as such, it is related both to generic and to specific domains.
Usually in 3D applications, it is neither necessary nor feasible to formalise the rules
that precisely define these categories in terms of geometric properties of the shape,
besides very simple cases. However, due to the potential impact of methods for
search and retrieval of 3D media, there is a growing interest in methods that can be
used to derive feature vectors or more structured descriptors that could be used to
automatically classify 3D media.

7.4 3D Application Ontologies: The Experience of AIM@SHAPE

The computer graphics community could bring a significant contribution to the
development of ontologies for 3D applications by taking care of defining a compre-
hensive schema for documenting and sharing 3D media representations, to be linked
and further specialised by experts in different domains. Besides knowledge related
to 3D media and content, it is also important to capture knowledge embedded in the
tools used to process shapes. Let us clarify the concept with an example: given a 3D
shape, there exist a variety of different algorithms that implement the triangulation
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of its bounding surface; the choice of one or another depends on the properties that
the resulting triangular mesh may exhibit. For example, there are methods producing
equiangular triangles that are more suited for finite element analysis or methods
that produce triangles that are positioned adaptively along creases of the surface. It
is usually the know-how of the expert that enables the decision of one or another
method. A clear classification of available tools for processing the geometry and
manipulating 3D shapes might be an important building block for supporting the
composition and creation of new easy-to-use tools for 3D media, whose use and
selection can be made available also to professional users of 3D who are not neces-
sarily experts in the specific domain of computer graphics.

The role of experts in 3D modelling for the development of semantic 3D media
is twofold: on the one side, the identification of key properties for the description
of 3D media and processing tools, and on the other side, the contribution to the
development of advanced tools for the interpretation, analysis, and retrieval of 3D
content. These ideas underwent a first validation phase in the course of the ongoing
research activities of the project AIM@SHAPE that has produced a quite broad
and comprehensive formalisation of all shape representation types, with their main
attributes, and also a taxonomy of tools used for a variety of tasks in the computer
graphics domain.

AIM@SHAPE expresses the expertise of computer graphics researchers, and
therefore most of the effort was focused on the development of ontologies to be used
as an e-Science support for scientists to discover and reuse resources in their specific
area of expertise. The first step was to express relevant attributes and properties for
the resources made available by the project via the repositories of the tools and
shapes, respectively (Albertoni, Papaleo, Pitikakis, Robbiano, Spagnuolo and Vasi-
lakis 2005). These attributes were initially structured in two separate taxonomies
that largely extended the basic Dublin Core metadata and MPEG-4 attributes and
evolved into an ontology structure called the common ontology.

Regarding the shapes, the structure of the ontology is simple but broad, and
its general view is depicted in Fig. 7.6(a) (Vasilakis, Pitikakis, Catalano, Salem,
Saboret, Papaleo, Garcia-Rojas and Sevilmis 2006). Generally, the number of prop-
erties is relatively small while the depth of the ontology is localised under the Shape
Representation class specialisation. Note that the concept Structural Descriptors is
a sub-class of Shape Representation, meaning that the concept of shape extends and
includes the geometric and structural levels. Other classes that have been introduced
in the shape ontology concern the concept of shape groups: frequently, indeed, it is
necessary to have a mechanism for linking shape models under a common frame-
work, for example, to capture a series of models that correspond to the various stages
of an acquisition and reconstruction process or for capturing a series of models that
correspond to different representations of the same geometry (see Fig. 7.6(b)).

Even if the focus is on 3D, the ontology for the shape models covers a large
variety of representations, including images and videos. However, most of the inter-
est in expressing detailed metadata concerns the properties of the representation
models that correspond to the geometric level of representation of shapes. The hier-
archy of Shape Representation is depicted in Fig. 7.7: the first level is completely
listed, while the second and third are expanded only for the class Geometrical
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(a) (b)

Fig. 7.6 The high-level organisation of the shape ontology (a) and the full list of concepts used in
the ontology (b)

Representation. The attributes for the various classes are many and mostly related to
the documentation of properties that characterise the quality of the geometric model
(e.g. resolution, genus, manifoldness) or that may be relevant for retrieving models
with certain metric properties (e.g. bounding box, scale of original).

In the common shape ontology, a special role is played by the class Structural
Descriptor that abstracts the concept of structural description of shapes. Since the
domain of the ontology has to do with shapes and tools in an application-neutral
sense, the Structural Descriptor is characterised by two sub-classes only, which
correspond in practice to two abstract containers capturing at a high level the most
common structural representations used in computer graphics (see Fig. 7.7). Cen-
treline Skeletons are often used to code segmentation results and are characterised
as one-dimensional structures resembling the physical skeleton of the shape. Mul-
tidimensional structures characterise the results of structuring methods, such as the
medial axis transform, that define abstract descriptions whose elements do not have
uniform dimensionality. Application-specific ontologies can specialise further this
class and implement in this way the link between application-specific knowledge
and geometry.

The common ontology for the description of tools is less complex than the shape
ontology in terms of depth, but it contains more concepts. However, the properties
that define relations between concepts are localised at the first level of the hierarchy
only. The tool ontology reflects a taxonomy of a variety of processing tasks that
are used in the computer graphics domain, such as, modelling, parametrisation, or
distance computation. Intuitively, each software tool may implement one or more
basic functionalities, which in turn may be modelled by one or more algorithms.
The Functionality hierarchy, shown in Fig. 7.8, has the main role to capture type
information for the respective concepts, and this means that there are no additional
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Fig. 7.7 The hierarchy originating from the shape representation class in the shape ontology

attributes defined and only a specific amount of instances will be created – those
that represent the most specific types for each concept. More details can be found in
Vasilakis et al. (2006).

In Fig. 7.9(a), the main relations formalised around the tool concept are shown,
while the complete list of concepts defined in the ontology is depicted in Fig. 7.9(b).
The Shape Info class realises the link between tools and shapes, at least at the level
of shape type. The class Shape Info indeed is related to the class Shape Type which
fully reflects the Shape Representation in the shape ontology. Again, as for the
Functionality hierarchy, only the types are captured.

Therefore, the common ontologies define a kind of basic structure that could be
exploited by task- or application-specific ontologies that could extend and specialise
the common part if needed. From a technical point of view, the ontologies developed
so far are expressed in OWL and are accessible via the AIM@SHAPE portal.

7.4.1 Examples of Application Ontologies

Common ontologies in AIM@SHAPE represent the knowledge about shapes and
tools that is shared in a broad domain of scientists using 3D media, and this knowl-
edge can be specialised in various areas of application. The experience reported here
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Fig. 7.8 The hierarchy originating from the Functionality class in the tool ontology

(a) (b)

Fig. 7.9 The high-level organisation of the tool ontology (a) and the functionality taxonomy used
in the ontology (b)
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sketches the requirements for ontologies as expressed within three different areas of
application: product design, virtual humans, and e-Science to support research in
the particular field of acquisition and processing pipelines. These ontologies were
developed using the On-To-Knowledge (Sure, Staab and Studer 2004) methodology
that is characterised by a kick-off step, aimed at the specification and capturing of
the requirements, and an iteration of refinement, evaluation, and maintenance steps.

It is interesting to point out that, even if the background knowledge was com-
mon, it was necessary to agree also on a common terminology – glossary – because
several terms were used in a different manner in the three application areas, which
are called clusters in this chapter. In this early phase, usage scenarios, potential
users, and basic questions the ontology should be able to answer were identified.
From this initial kick-off, a first draft of the ontologies was delineated with a
middle-out approach aimed at identifying first the most important concepts and then
completing the ontology either by specialisation or by generalisation. This is the
most natural approach, concentrating on what is important and better controlling
the desired level of detail (Vasilakis et al. 2006).

The usage scenarios envisaged by the clusters mainly address ontologies as a
support for the scientists to discover resources in their specific area of expertise.
For example, in the acquisition and processing cluster, a competency question the
ontology should be able to answer is; what particular acquisition tool is best suited
to acquire this shape? The current version of the ontology is fully described in
Papaleo, Albertoni, Marini, Pitikakis, Robbiano and Vasilakis (2006) and Papaleo,
Albertoni, Marini and Robbiano (2005).

The product design cluster has the general objective of assisting the development
of shape processing tools for design. Since purposes are different in the product
life cycle, the same shape can play different roles within the shape life cycle. In
order to distinguish among all these concepts, it is necessary to enrich the shape
representation, with its role within the shape life cycle. See Sevilmis et al. (2006)
for further details.

Finally, the virtual human (VH) ontology is concerned with supporting the inte-
gration and harmonisation of three aspects that are crucial for professionals working
in animation of virtual characters and objects:

� Human body modelling and analysis: morphological analysis, measuring simi-
larity, model editing, and reconstruction.

� Animation of virtual humans: autonomous or pre-set animation of VH.
� Interaction of virtual humans with virtual objects: virtual – smart – objects

that contain semantic information indicating how interactions between virtual
humans and objects have to be carried out.

The virtual human ontology has been recently integrated and nicely expanded
to the formalisation of emotional behaviours by the HUMAINE Network of Excel-
lence. A very interesting work in this sense has been presented in Moccozet, Garcı́a-
Rojas, Vexo, Thalmann and Magnenat-Thalmann (2006) where a comprehensive
view of the domain is given.
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7.5 Conclusions

3D media content is growing both in volume and in importance in more and more
applications and contexts. In this chapter, we have discussed the issues related to
handling this form of content from the point of view of semantic media systems,
focusing on the level at which we should be able to capture knowledge pertaining to
3D media.

3D applications are characterised by several knowledge-intensive tasks that are
not limited to browsing and retrieving properly annotated material, but deal with the
manipulation, analysis modification, and creation of new 3D content out of that
existing. While this is true also for traditional 2D media applications, the tools
and expertise needed to manipulate and analyse 3D vector-based media are still
prerogative of a rather specialised community of professionals and researchers in
the computer graphics field. In this sense, the computer graphics community could
bring a significant contribution to the development of ontologies for 3D applications,
by providing comprehensive schema for documenting and sharing 3D media and
related processing tools, to be linked and further specialised by experts in different
domains.

Semantics-aware classification of available tools for processing the geometry and
manipulating 3D shapes might be an important building block for supporting the
composition and creation of new easy-to-use tools for 3D media, whose use and
selection can be made available also to professional users of 3D but not expert in
the specific domain of computer graphics. The use of 3D is indeed spreading out
of the traditional communities of professional users and it will soon reach an inex-
perienced audience. Online gaming is already proposing advanced services for the
creation of personalised content to populate virtual environments like in SonySta-
tion. To get ready for 3D, we should be able to set up a semantic 3D media environ-
ment that transforms the traditional geometric approach to a semantic-aware level
of representation of 3D media, and that can help to meet the requirements of content
creators and users, and start to address the grand challenges they pose:

� to make the creation and modification of 3D content (with the associated knowl-
edge) as easy as for texts using word processors;

� to make the retrieval of 3D content as easy as with Google for texts;
� to deliver appropriate 3D content in the appropriate modality.

In this chapter, we have discussed the first steps taken in the direction of coupling
knowledge technologies with traditional 3D modelling systems. The role of experts
in 3D modelling for the development of semantic 3D media is twofold: on the one
side, the identification of key properties for the description of 3D media and pro-
cessing tools, and on the other side, the contribution to the development of advanced
tools for the interpretation, analysis, and retrieval of 3D content. The results are so
far encouraging and open up a number of interesting questions. First of all, it is
quite evident that if we want to be able to reason about shapes at the geometric,
structural, and semantic level, then we have to be also able to annotate, retrieve,
and compare 3D content at each of the three layers. When these tools will be fully
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available, it will be also possible to use them to create new content in an easier way,
searching for inspiration in existing repositories, looking for objects that resemble
some prototype shape, extracting parts that have a precise functional meaning, and
composing them in a new shape.
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Chapter 8
The Application of Semantic Web Technologies
to Multimedia Data Fusion within eScience

Jane Hunter, Suzanne Little, and Ronald Schroeter

8.1 Introduction

Advances in scientific research techniques have led to an explosion of information-
rich, multimedia data within the research sector. New high-throughput data capture
and combinatorial experimentation techniques (involving advanced instruments
capable of capturing extremely high-resolution data streams) have resulted in the
generation of research data in quantities that are too great for effective assimi-
lation. The data is not only massive in volume but is also being produced in a
broad range of mediums and formats, including numerical data, spectrographic out-
put, genomic arrays, images, 3D models, audio and video, for disciplines includ-
ing nano-materials, bioinformatics, tele-medicine, geosciences, astronomy and the
social sciences. Scientific discovery is increasingly dependent on reliable tools and
services to support the storage, dissemination, analysis and correlation of these com-
plex data sets by collaborating teams of globally distributed scientists.

The volume, variety and multi-dimensional nature of the content exacerbate
the difficulty of describing this data adequately so it can be confidently and
appropriately incorporated into existing theories or models. In order to validate and
authenticate scientific results, detailed provenance metadata describing the precise
methodology and derived data sets needs to be recorded. Because today’s scientists
are working in large geographically distributed teams or “virtual organisations”, the
data and metadata have to be comprehensible to people, computers and software
across many different organisations, platforms and disciplines. Metadata standards
and semantic interoperability are essential to enable distributed querying, analysis
and integration of mixed-media and heterogeneous scientific data sets in order to
maximise their reuse, extract the inherent knowledge and build new knowledge
layers on top of existing data.

J. Hunter
School of Information Technology and Electrical Engineering, University of Queensland,
Brisbane, Qld., Australia
e-mail: jane@itee.uq.edu.au

Y. Kompatsiaris, P. Hobson (eds.), Semantic Multimedia and Ontologies, 207
C© Springer Science+Business Media, LLC 2008



208 J. Hunter et al.

The Semantic Web (Berners-Lee, Hendler and Lassila 2001) promotes inter-
operability through formal languages and rich semantics. It aims to build a web
where information is exchanged easily between humans and machines. Chap-
ter 2 describes the layered standards and protocols for data definition, storage and
exchange that make up the Semantic Web architecture: eXtensible Markup Lan-
guage (XML) (Bray, Paoli, Sperberg-McQueen, Maler, Yergeau and Cowan 2006),
Resource Description Framework (RDF) (Beckett 2004), Web Ontology Language
(OWL) (McGuinness and van Harmelen 2004) and Uniform Resource Identifiers
(URIs) (Berners-Lee, Fielding and Masinter 2005). Through a combination of these
technologies, the Semantic Web aims to define and expose the semantics associated
with data or information, in order to facilitate automatic processing, integration,
sharing and reuse of the data.

Our hypothesis is that the application of Semantic Web technologies to the
semantic annotation, integration and correlation of distributed mixed-media scien-
tific data sets and scientific data processing services offers enormous potential for
expediting the discovery of new knowledge. Semantic Web/grid tools enhance inter-
operability through formal syntaxes, ontologies and inferencing rules. They enable
innovative search, data exploration, hypothesis development and evaluation inter-
faces and can assist researchers in managing, assimilating and distributing data to
facilitate further scientific understanding and discovery.

The remainder of this chapter is structured as follows. In the next section
(Section 8.2), we describe some of the key challenges and Semantic Web tech-
nologies either currently available or emerging that could usefully be applied to
eResearch or eScience problems. In Sections 8.3–8.5, we describe three case studies
in which we applied, evaluated and extended Semantic Web technologies:

� fuel cell optimisation
� semantic WildNet
� Ethnographic Media Analysis.

Finally, in Section 8.6, we conclude with a brief discussion on the value-add of
Semantic Web/grid technologies and where Semantic Web technologies are heading
in the context of scientific multimedia data.

8.2 The Relevance of Semantic Web Technologies to eScience

eScience is the term given to large-scale scientific research that is increasingly being
carried out through distributed global collaborations, enabled by the Internet and
related technologies. Typically, a feature of these collaborative scientific enterprises
is the need to capture and analyse very large data collections using unique scien-
tific instrumentation and very large-scale computing resources to carry out high-
performance analysis, modelling and visualisation.

The emergence over the last decade of high-throughput instruments and dig-
ital analysis techniques, such as electron microscopes, tomographic scanners,
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real-time sensors, microarrays, satellites and telescopes, has led to an explosion
of high-resolution, information-rich, mixed-media data in quantities far greater
than was previously possible. Researchers are unable to manage, analyse, interpret,
assimilate and disseminate the large volumes and variety of data being produced.
Hey and Trefethen (2003) describe this information explosion as the “data del-
uge” and note the requirements for quality metadata, storage and preservation of
the increased output of scientific data from “the next generation of experiments,
simulations, sensors and satellites”.

The data being produced by researchers is in a broad range of mediums, for-
mats, resolutions and dimensions and includes numerical data, spectrographic data,
genomic arrays, images (2D and 3D), audio, video, spatial data and temporal data
streams (from sensors). It is generated by a wide variety of instruments, software
applications, software versions and operating systems. Significant pre-processing
and normalisation are required before comparison or correlation is possible. Data
representation standards and metadata standards are required to ease the difficulties
associated with data exchange and reuse, both within and across disciplines.

Many of the great challenges in science are multi-disciplinary in nature. The
data requiring correlation is often captured and described by scientists from
many different disciplines. The scientific problem of “global warming” is a good
example – scientists want to integrate data and information from biology, marine
sciences, environmental sciences, oceanography, geosciences and astronomy in
order to measure and understand the causes and effects of climate change. Dif-
ferent terminologies, vocabularies, models and points of view apply across these
disciplines. Exchange and sharing of knowledge between researchers in different
disciplines is typically hampered by conflicting terminologies, inconsistent formats,
obstructive firewalls and systems with limited accessibility or interoperability.
Scientific workflows and provenance capture systems vary widely in the granularity
and representation of provenance data, preventing validation and verification of
results. All of these issues prevent the easy retrieval, reuse and assimilation of data
from multiple sources and often lead to duplication of experiments. Scientists are
becoming increasingly frustrated by the barriers prohibiting seamless data sharing
and integration.

Researchers need to be able to exchange data freely across domain and organisa-
tional boundaries. As De Roure and Hendler (2004) state, “. . . interoperability is key
to all aspects of scale that characterise e-Science, such as scale of data, computation
and collaboration”. There are a set of key components that make up the semantic
interoperability framework envisaged within the Semantic Web:

� High-quality, precise, structured metadata descriptions in standardised (XML)
representations that are machine-understandable. These may be automatically
generated (by instruments), manually enhanced or attached through semantic
annotation tools.

� URIs – unique identifiers are essential in order to understand when two state-
ments are referring to the same resource or object. They must also be persistent
over time so links and data are not lost because they are no longer accessible.
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� Resource Description Framework (RDF) – this provides a data model for objects
(“resources”) and relations between them that can be represented in a machine-
processable XML syntax.

� RDF schema (Brickley and Guha 2004) – a vocabulary for describing properties
and classes of RDF resources, with a semantics for generalisation hierarchies of
such properties and classes.

� OWL (Web Ontology Language) – adds more vocabulary for describing prop-
erties and classes: including relations between classes (e.g. disjointness), cardi-
nality (e.g. “exactly one”), equality, richer typing of properties, characteristics of
properties (e.g. symmetry) and enumerated classes.

� Inferencing rules – SWRL (Semantic Web Rule language) (Horrocks, Patel-
Schneider, Boley, Tabet, Grosof and Dean 2004) defines rules (in an XML
syntax) which can be invoked to infer new knowledge from related RDF
statements.

� RDF query language – SPARQL (Prud’hommeaux and Seaborne 2007), a
protocol and query language for querying RDF statements.

In the next three sections, we describe three actual case studies in which we have
applied these technologies to different disciplines to enable scientific problems to
be solved more quickly through richer, machine-processable descriptions, enhanced
semantic interoperability and faster data integration. In particular, our approach is to
facilitate semantic interoperability across media types, vocabularies and disciplines
through a common extensible ontology (Hunter 2003). This approach is flexible and
easily adapted to any domain through the incorporation of domain-specific ontolo-
gies and rules.

8.3 Data-Driven Discovery of Novel Fuel Cell Materials

Fuel cells offer a clean renewable energy alternative to fossil fuels. As such,
there is increasing interest in improving their efficiency and reducing their cost so
they become a more attractive energy option. However, they are highly complex
multi-component systems – their efficiency depends on their internal nano-structure
and the complex chemical and physical processes occurring across their inter-
nal interfaces. Significant advances in the accurate modelling of fuel cell compo-
nents (electrodes, membrane and catalyst layers) can be achieved through improved
analysis, assimilation and modelling of existing data and more systematic, con-
trolled design and monitoring of tests and experiments. Within the FUSION project
(Hunter, Cheung, Little and Drennan 2005), we are employing Semantic Web tech-
nologies to provide a robust knowledge-mining system which will assist collaborat-
ing teams of fuel cell scientists to discover and optimise novel materials for fuel cell
components.

A core component of the Solid Oxide Fuel Cell (SOFC) is an oxygen ion
conducting membrane that must have mechanical and chemical stability at elevated
temperatures under both reducing and oxidising conditions. Although oxygen
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ion conducting materials with these properties exist, they typically operate at
temperatures >750◦C. There is significant demand for new, structurally stable
materials, with oxygen conductivities approaching >10−1 S cm−1 at temperatures
below 500◦C and which are stable over a wide range of partial pressures of oxy-
gen. A reduction in operating temperature has significant effect on the cost and
engineering demands of the ancillary materials that make up the fuel cell.

Domain experts have already intuitively identified patterns that indicate fertile
areas for searching for potential compounds with enhanced conductivity. The sys-
tems of immediate interest are oxide compounds that show negative thermal expan-
sion coefficients associated with uncertainty in the oxygen position of specific bond
networks and enhanced ionic conductivity. The addition of dopants to these com-
pounds opens the structures to new conduction pathways and further improvements
in conductivity. But doping further expands the number of potential ternary or qua-
ternary compounds that satisfy our criteria into the millions. The time and effort
associated with traditional trial-and-error approaches to experimental preparation,
analysis and testing of these compounds is cost-prohibitive. There is obvious benefit
in applying computing techniques to perform the virtual compound screening and
identification process which in turn will drive the experimental programme. Hence
our aims within this project are to employ Semantic Web techniques (ontology-
based data integration) together with other computing technologies to

� Combine and apply innovative data integration, data mining and computational
modelling techniques to the large volume of existing experimental data available,
to enable domain experts to screen and identify target compounds;

� Use the outcomes of the data integration and mining phase to drive a focused
programme of experimentation which will expedite the discovery of novel com-
pounds for oxygen ion conducting membranes that can operate efficiently below
500◦C.

Figure 8.1 illustrates the key stages in our methodology.
In the past, scientists have had to manually search, retrieve and correlate data

from a number of related but disparate databases in order to identify compounds
with desirable structure and properties. To overcome this hurdle, we have devel-
oped an ontology (based on MatML (MatML Schema Development WG 2004), the
Materials Mark-up Language) that enables the semantic integration of data from the
Inorganic Crystal Database (ICSD) (FIZ Karlsruhe 2004), the thermodynamic data
in the FactSage database (CRCT 2007), the ionic radii database and phase diagram
data to determine materials with desirable properties and stability. For example, sci-
entists want to retrieve answers to queries such as “Give me compounds that contain
tungsten–oxygen–X (where X is a different cation), with bond lengths between Y
and Z nm, with anomalies and anisotropy in the positional parameters of oxygen
and with bond angles between J◦ and K◦”.

The ontology that we have developed (Fig. 8.2) relates property data to char-
acterisation data, chemical composition and processing parameters. Further work
is required to ensure community consensus and widespread adoption of such
an ontology for the materials science community. The CODATA Taskforce on
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Fig. 8.1 Data-driven discovery of novel oxygen ion conductors for fuel cells

Materials Data Representation (ICSU 2006) has been given the mandate to develop
a common representation for the exchange of materials science data which has
widespread community agreement – the development of an ontology is one aspect
of this group’s focus.

Once the data has been retrieved, pre-processed (to resolve syntactic inconsis-
tencies) and integrated, it can be presented to the domain expert for further inter-
rogation and exploration through an interactive data mining and visualisation inter-
face. For this we are employing a combination of two open source software tools:
Weka (University of Waikato 2007) (a collection of machine learning algorithms
for data mining) and OpenDX (Thompson, Braun and Ford, 2006) (the open source
version of IBM’s Data Explorer). Together these technologies enable data mining
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Fig. 8.2 Materials ontology for database integration

of the highly multivariate data sets in order to identify predictive trends and patterns
that apply to oxide-ion conducting materials. The outcome from the interactive data
mining phase is a short list of potential ternary compounds.

There is currently insufficient experimental data available to adequately describe
the effects of all possible doping schemes on compound properties and structure.
This is where advanced atomistic modelling becomes useful. Atomistic modelling
techniques based on well-established energy minimisation methods (Islam 2002)
have a proven track record in the accurate modelling of defects, local structures
and ion migration mechanisms in complex oxides for potential SOFC use. Doping
mechanisms will be simulated at the atomic level in relation to ion size and defect
clustering to assess the possible influence on oxide-ion migration. In this way, the
fuel cell scientists identify the optimum dopant and concentrations and hence can
generate a very precise and targeted experimental programme.

The experimental programme consists of a detailed specification of compounds
to prepare and the method of preparation. Preparation consists of a highly complex
set of processing steps which are the responsibility of a team of individuals. A
workflow system with a Graphical User Interface (GUI) has been developed. It
enables new experiments to be defined – controllable parameters can be speci-
fied and tasks can be allocated to specific experimenters (e.g. the mixing, slip
batching, tape casting and firing steps in electrolyte preparation). The system is
underpinned by a MySQL database overlaid with a SPARQL query interface and
Jena API (McBride 2001). Executing an experimental design invokes a workflow
management process (built using Web Services and BPEL4WS (Weerawarana and
Curbera 2002)) which tracks the different activities within an experiment, notifies
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experimenters when they have tasks to complete and validates and records data
associated with each subtask. Processing data includes the chemical compositions
of the source materials, milling time, drying time and temperature profile. After
the compounds have been prepared, they must be tested. Performance data includes
strength, density and conductivity graphs. After testing, the internal structure is
analysed by taking a cross-section of the sample and using advanced electron
microscopy techniques. The workflow system also captures precise provenance
details for all of the data.

The electron microscopy generates high-resolution 2D and 3D tomographic
images. In order to correlate the detailed structural and defect information in these
images, with the preparation and performance parameters, the images need to be
segmented and semantically labelled. The low-level MPEG-7 (Hunter 2001) fea-
tures such as the size, colour, texture and shape of regions (grains) can be extracted
automatically using MATLAB. Rules can then be defined to infer semantic labels
(of relevance to the fuel cell scientists) for segmented regions from combina-
tions of low-level features. An innovative rules-by-example interface (Little and
Hunter 2004) was developed to assist the domain experts with the definition of
these rules. It uses a query-by-example interface, ontologies for semantic indexing
and RuleML (Boley, Tabet and Wagner 2001) to infer rich semantic descriptions of
image regions (based on terms defined in a fuel cell ontology). Figure 8.3 illustrates
the rules-by-example interface that enables domain experts to define rules such as

Fig. 8.3 Rules-by-example interface for defining semantic labelling rules
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IF [(colour is like this) AND (texture is like this) AND (shape is like this)]
THEN (the region is a platinum substrate particle)

All of the generated and validated metadata is stored in a central knowledge
repository. A query engine, visualisation engine and knowledge capture (annota-
tion) tools sit on top of the knowledge repository. The data exploration and visu-
alisation interface (Hunter, Falkovych and Little 2004) correlates the preparation,
performance and microstructural data through the fuel cell ontology. This enables
fuel cell scientists to enter queries such as

Give me the microstructural, conductivity, efficiency and voltage data for fuel cells with
electrolyte porosity > 15% and average platinum substrate grain size < 200 nms.

The results of such complex queries are presented as synchronised multimedia
HTML+Time (Microsoft 2007) presentations. A GUI is provided (based on the
underlying fuel cell ontology) through which users can specify the search parame-
ters, range of data and image resolutions to be displayed and the preferred format
of presentations (e.g. animated slideshow or tiled thumbnails). Figure 8.4 illustrates

Fig. 8.4 Synchronised presentation of fuel cell images and data
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the results of a presentation that synchronises a slideshow of microstructural images
with a plot of corresponding data. This interface also enables new hypotheses or
predictive models to be derived, saved, shared and refined as more data is acquired.
Users may also specify graphically where more data is required and new experi-
ments are initiated.

FUSION provides an integrated knowledge management system for fuel cells
which ensures fast and easy integration and correlation of manufacturing, perfor-
mance and microstructural data with external data sources. User feedback has been
extremely positive, indicating that the system enables faster interpretation of large
image collections and data sets and rapid formulation of more accurate fuel cell
models. The long-term consequences are expected to be shorter development cycles,
improved performance and lower costs for fuel cells.

8.4 Semantic WildNet

A large number of organisations and initiatives globally are involved in biodiversity
monitoring for the purposes of conservation. One of the greatest challenges facing
these groups is querying, retrieving and integrating the wide range of relevant, dis-
tributed, heterogeneous databases required in order to extract new predictive and
actionable knowledge about our environment. Scientists and biodiversity experts
need to be able to integrate species databases, observational data, sensor data, maps,
photographs, remote sensing images, climatology data, vegetation distributions and
ecological data in order to identify endangered species or fragile, threatened ecosys-
tems and to prepare and implement environmental impact analyses and conservation
strategies. Semantic interoperability is essential in order to harmonise such disparate
and heterogeneous data sets.

Within Australia, we have been working with scientists and staff from the
Queensland Environmental Protection Authority (EPA) in order to develop an
interactive integrated information system to satisfy their data search, retrieval, inte-
gration and modelling requirements. Semantic WildNet (Henderson, Khan and
Hunter 2007) is an ontology-based biogeographical system designed specifically
to support semantic interoperability between a number of heterogeneous databases
and also to facilitate the data harmonisation process. The semantic WildNet system
uses Semantic Web technologies to represent and integrate species sighting data,
taxonomic databases, climate sensor data, vegetation data and spatial data enabling
environmental scientists to reason across the integrated data sets. The system pro-
vides a semantically unified view of wildlife sighting data from the Environmental
Protection Authority, species data from the Australian Museum and the National
Herbarium, climate sensor data from the Bureau of Meteorology and topographic
maps from Geosciences Australia. The data is pre-processed and converted to RDF
which is stored in an RDF triple store and integrated via a common biodiversity
ontology (represented in OWL) that we developed (see Fig. 8.5). Finally, SPARQL
is combined with Google maps (Google 2006) to provide an intuitive mapping inter-
face to query the integrated data sets.
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Fig. 8.5 Biodiversity ontology for semantic WildNet

The initial data sets under consideration were

� Wildlife sighting data from the EPA. This includes time of observation, scientific
species name, latitude and longitude of the sightings, as well as the observer’s
name and field notes;

� Species data from the Australian Museum;
� Habitat data from the National Herbarium;
� Climate sensor data from the Bureau of Meteorology. This includes date/time of

reading, latitude and longitude of sensor, type of reading (temperature, rainfall,
humidity), unit (degree Celsius, inches, percentage);

� Topographic maps from Geosciences Australia.

The information existed in a variety of file formats, including Microsoft Excel
spreadsheets, Microsoft Access tables, ESRI shape files, MIF (MapInfo) files and
custom XML files. Although the data sets displayed a high degree of consistency, a
certain amount of pre-processing was required to resolve syntactic and formatting
inconsistencies across the data sets, e.g. conflicting date/time formats.

Protégé (Gennari, Musen, Fergerson, Grosso, Crubezy, Eriksson, Noy and
Tu 2003) was used to construct the biodiversity ontology in OWL DL format.
Figure 8.5 shows an overview of the core classes and properties that were defined.
We developed our ontology by extending the classes within a common upper
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ontology (the ABC ontology (Doerr, Hunter and Lagoze 2003)) developed through
previous work. For example, flora and fauna were defined as subclasses of the Actu-
ality superclass. Observation is a subclass of Event. Sighting is an equivalent class
to Observation. The values associated with species common names and scientific
names were adopted from existing taxonomies provided by the Australian Museum
and the Herbarium. As other international groups publish their ontologies associated
with biodiversity and ecological data (Parr, Parafiynyk, Sachs, Ding, Dornbush,
Finin, Wang and Hollander 2006; Williams, Martinez and Golbeck 2006), we
expect to modify our ontology in order to harmonise it with these efforts.

Given the biodiversity ontology in OWL DL, the next step was to convert the
available data sets into instances of the ontology classes. Custom scripts were devel-
oped to generate the RDF instances. Because the data sets were provided in a variety
of file formats, conversion of the data was a complicated process. For example,
the Excel spreadsheets were first exported as XML and processed using an XSL
style sheet, to produce RDF/XML. In some cases, data inconsistencies meant that
the style sheet grew too complex, so custom Perl scripts were used instead. After
generating the 110,000 triples of RDF instance data, we used the Jena RDF API
to store the triples in a MySQL database. Figure 8.6 provides an overview of the
system architecture.

Queries were implemented using the RDF query language, SPARQL. Examples
of the most common types of queries included the following:

� Retrieve all snake sightings by a particular observer;
� Retrieve all sightings of Sterna Caspia birds where a nearby climate sensor

reached >26.7◦C;
� Retrieve all sightings of Sterna Caspia birds within a given geographic region

and above a certain elevation;
� Retrieve all sightings of Sterna Caspia birds by observers who work at the EPA.

Fig. 8.6 Overview of the architectural components of semantic WildNet
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One problem we encountered was the inability of SPARQL to support negative
queries. For example scientists want to ask, “Give me all wet sclerophyll forest
habitats in which bridled honeyeaters have not been observed”. SPARQL does not
support this kind of query.

A small amount of Jena code was required to support OWL reasoning across
subsumption and equivalence relations. This enabled queries based on superclasses
to retrieve data on subclasses (e.g. querying for instances of Animal will identify the
subclasses Bird and Snake) and inherited properties (e.g. each BirdSighting instance
inherits the AnimalSighting properties). Our use of OWL also helped address seman-
tic issues associated with data equivalence and duplication. A good example is the
bird whose scientific name is Platycercus elegans. It also has three common names:
the Crimson Rosella, Yellow Rosella and Adelaide Rosella. Our translation scripts
created three distinct instances of P. elegans. Defining these classes as equivalent
classes in the OWL ontology, then searching on any of the common names will
return instances of all three.

The environmental scientists we were working with requested the ability to carry
out searches via standard web browsers but through a mapping interface, such as
Google maps. Hence we developed a JavaScript application centred around Google
maps. SPARQL queries were entered via pull-down menus, and posted to the server
asynchronously, using AJAX. Results retrieved in SPARQL’s XML response format
were parsed and plotted onto Google maps at the relevant latitude and longitude.
Figure 8.7 shows how sightings of birds are identified by a small bird icon. Clicking
on one of these icons displays a speech bubble containing all of the relevant meta-
data. The use of Google maps allows the sightings data to be overlaid on any of
three map types: map, satellite images or hybrid.

User feedback from scientists within the EPA and researchers in the Centre for
Remote Sensing and Spatial Information Science has been very positive. Currently
scientists have to manually retrieve data from multiple data sets and then develop
and apply hard-wired mechanisms – integrating at most two data sets at a time. Our
approach enables multiple data sets to be integrated and reasoned across simultane-
ously through an intuitive ontology-based geographical interface. Users particularly
appreciated the ontology-based spatial querying tool which used a combination
of a mapping interface with pull-down query menus populated from existing tax-
onomies. More sophisticated query mechanisms were possible than with traditional
relational databases, and the results demonstrated higher precision and recall for
test queries that involved the invocation of built-in subsumption and equivalence
rules.

One limitation of the current system is that at the start of the project we migrated
each of the legacy databases into RDF instances (that are compliant with the
common OWL ontology). This enabled us to demonstrate the viability of an
RDF/OWL-based architecture, but it does not take into account updates or changes
to the databases that we are integrating. If we want to incorporate recent changes or
updates to these databases, then we must either rerun the migration process periodi-
cally or investigate the feasibility of on-the-fly mapping. The second, more dynamic,
approach would involve translating a SPARQL query based on our common
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Fig. 8.7 Display of SPARQL query results on Google maps interface

ontology (Fig. 8.5) into queries applicable to each of the databases, retrieving
the relevant data sets and then mapping those on the fly to our ontology.

Despite its acknowledged limitations, semantic WildNet provides the basis for
more intelligent reactive and dynamic systems. For example, queries could be con-
figured to run periodically over the integrated data sets. Query results could then be
parsed and converted into RSS (Harvard Law 2003), allowing specific changes to
the data to be monitored and relevant persons notified. This could be very useful for
notifying scientists of environmental “hotspots” requiring timely action.

8.5 Ethnographic Media Analysis

The aim of the Ethnographic eResearch project (Schroeter and Thieberger 2006)
was to develop and evaluate tools to support collaborative research by linguists
working on endangered languages. A key focus was on tools to enable rich multi-
layered and authenticated annotation of audiovisual recordings with different tran-
scripts, as well as other contextual information.

Because the Semantic Web is dependent on computer-understandable descrip-
tions of web resources, annotation tools play a very important role in the Seman-
tic Web. Annotation systems (Reeve and Han 2005) provide a means of attaching
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machine-processable tags, descriptions or metadata to web resources manually. If
the annotations are drawn from an ontology, then they become even more valuable.
If the annotations are tags drawn from a shared conceptualisation (i.e. an agreed
vocabulary or ontology), then they can be used to infer or extract new knowledge
and to identify implicit relationships between resources.

Within eScience, there is a growing demand for collaborative annotation tools
for multimedia content. Distributed groups of scientists want to synchronously view
the same image, video or 3D object; discuss the meaning of what they are viewing;
and attach notes to segments, regions or structures that can be stored, shared and
retrieved at a later time. An essential requirement is the ability to authenticate the
source of the annotation and to restrict access to annotations to trusted colleagues –
for reasons of privacy, confidentiality or protection of intellectual property. This is
particularly important within eScience, where the annotation or interpretation of the
raw document or data is often more valuable than the target of the annotation.

One example of a community generating multimedia content that requires collec-
tive analysis and knowledge capture through shared annotation tools is the Paradisec
project (Barwick 2005) – a web-enabled facility for collaborative digitisation, man-
agement and access to Australian researchers’ ethnographic audiovisual recordings
of endangered languages and music from the Asia Pacific region.

Within the “Ethnographic Media Analysis” project, we have been applying, eval-
uating and customising the Vannotea system (Schroeter, Hunter, Guerin, Khan and
Henderson 2006) to enable discussion and annotation of recordings from the Par-
adisec project by geographically distributed linguists. Figure 8.8 illustrates a screen
shot of Vannotea being used to annotate and compare two different recordings
simultaneously.

Fig. 8.8 Vannotea being used within the Ethnographic Media Analysis project
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Vannotea is a secure collaborative annotation system designed to enable teams
of researchers to collaboratively annotate multimedia content (images, video, 3D
objects) either synchronously or asynchronously. Its implementation involves com-
bining and extending a number of existing open source technologies based on open
standards:

� Annotea (Kahan, Koivunen, Prud’Hommeaux and Swick 2001) – a web-based
annotation server developed by the W3C as part of the Semantic Web initiative
which we have extended to support annotation of fine-grained contexts within
multimedia objects;

� Jabber – this provides the instant messaging required for the real-time application
sharing and event logging (Jabber 2005);

� Vic/Rat (McCanne and Jacobson 1995; Hardman, Sasse, Handley and Watson
1995) – these videoconferencing tools are extended to enable the recording of
separate participants’ H.261 streams and their conversion to tiles within a single
MPEG movie;

� Shibboleth – an Internet2 middleware initiative that enables identity management
and secure access to web resources shared amongst a federation of organisations
(Morgan, Cantor, Carmody, Hoehn and Klingenstein 2004);

� XACML (eXtensible Access Control Markup Language) – XML-based language
for defining and enforcing access control policies (Lorch, Proctor, Lepro, Kafura
and Shah 2003).

Figure 8.9 illustrates the necessary components for Vannotea’s deployment. On
the left-hand side, content providers allow access to collections of domain-specific
scientific multimedia data. They provide search, browse and retrieval interfaces to
their collections through existing web portals or web applications via pre-existing

Fig. 8.9 Overview of Vannotea’s architectural components
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metadata, e.g. transcripts of linguistic data stored within the Paradisec collection.
The content may be publicly accessible or protected through site-specific user
accounts.

In the centre of Fig. 8.9 are two researchers from different institutions that are
part of a Shibboleth Federation. Shibboleth is an emerging mechanism for restricting
access to institutional research repositories. Institutions join a Shibboleth Federation
and establish a Shibboleth Service Provider (SP). This controls sharing of data and
services between institutions. Users can use SingleSignOn (SSO) from their home
institution to log in and gain access to data or services within the federation. We
have chosen to use Shibboleth to implement the authentication and access control
over our annotation servers.

The researchers use videoconferencing tools and the Vannotea Client to collab-
oratively discuss, analyse and annotate the scientific multimedia content they have
retrieved from a content provider. Their Vannotea clients are synchronised through
Jabber messages, which ensure that all of the Vannotea clients are precisely syn-
chronised and all researchers have exactly the same view of the multimedia content
at the same time.

On the right we have the home institutions of the two researchers. Their univer-
sities provide access to services that include

� the Shibbolized Annotea server, where users can upload, search and retrieve
annotations;

� a Jabber server for instant messaging;
� and a Shibboleth Identity Provider (IdP), which authenticates users when they

log on. The IdP also releases attributes about each user to the Shibboleth Service
Providers within the federation, e.g. to the content providers or the Annotea
servers, so they can make decisions regarding access rights.

The screen shot of Vannotea in Fig. 8.8 illustrates the user interface components:

� A web browser (Internet Explorer) (left-hand side) – which provides the search
and browse interface to online multimedia collections;

� An embedded media player – currently we support a range of plugins includ-
ing Quicktime, Windows Media Player, Video Lan Client (upper centre) – for
viewing, navigating and drawing on images, videos, and 3D objects, to highlight
particular regions or segments;

� an Annotea sidebar (right-hand side) – to display, search, retrieve or respond to
existing annotations – as well as create new annotations. Annotations can take
the form of free text, files or URL’s to related content;

� a Jabber client (bottom centre) – which enables instant message passing between
current users logged into the session. It also enables contacts to be added or
deleted, allows/disallows users to see presence information and enables other
users to be invited into a collaborative session.

Within the Ethnographic Media Analysis project, work has focused on the map-
ping of incompatible transcriptions generated from different transcription tools, to
be mapped to a common XML format (that includes time stamps for alignment
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with the corresponding recording) to enable the exchange and reuse of time-aligned
transcriptions between different researchers. Assuming transcripts are stored on the
annotation server in this common format, we are able to search, retrieve and display
them using Vannotea and synchronise them with the replay of the recordings. In
this way, Vannotea enables ethnographic researchers to share and compare their
transcriptions of recordings of endangered languages – either in real-time or asyn-
chronously.

Furthermore, the use of Vannotea within a videoconference or audioconference
environment, together with the integrated Jabber chat room, provides a very rich
interactive environment which both encourages and records scholarly discourse
around specific multimedia content. More importantly, the addition of security
through Shibboleth authentication and authorisation not only ensures authentication
of the source of any annotations but can also be used to limit access to either the
session or the annotations to trusted colleagues only. This is of particular importance
in research projects such as the Ethnographic Media Analysis project, in which
the privacy of individuals in the recordings must be protected and the intellectual
property associated with the interpretations is of value.

8.6 Conclusions

This chapter began by explaining why Semantic Web technologies have enormous
potential for application to the integration and analysis of the rapidly expanding
pool of multimedia content being generated within scientific disciplines. It then
described three case studies (from the disciplines of materials science, biodiversity
and linguistics) in which Semantic Web technologies have played a central role
in enabling semantic interoperability between data sets, metadata schemas, media
types, instruments and software. Apart from a small number of high-profile projects
(e.g. MyGrid (Stevens, Robinson and Goble 2003)), CombeChem (Coles, Frey,
Hursthouse, Light, Carr, DeRoure, Gutteridge, Mills, Meacham, Surridge, Lyon,
Heery, Duke and Day 2005) and within the W3C’s Semantic Health Care and Life
Sciences Interest Group (Baker and Cheung 2007), Semantic Web technologies are
still not widely deployed or broadly adopted within eScience. We believe that this
is changing. Increasingly, Semantic Web technologies are being employed to enable
the scalable integration of cross-disciplinary predictive models derived from dis-
tributed heterogeneous multimedia collections. As the potential value of Semantic
Web technologies is recognised and acknowledged through success stories, we can
expect to see their growing adoption by eScientists.

Acknowledgments The work described in this chapter is the result of the effort and contributions
by a large number of additional members of our eResearch team within the School of Information
Technology and Electrical Engineering (ITEE) at the University of Queensland. In particular we
would like to thank Kwok Cheung, Michael Henderson and Imran Khan. We would also like to
thank John Drennan for his invaluable support, ideas, data and feedback both on the FUSION
project and more generally. Financial support for this project has come from numerous sources
including the Australia Research Council (ARC) Special eResearch Initiative programme.



8 Application of Semantic Web Technologies 225

References

Baker, C. J. O. and Cheung, K-H. (eds.) (2007). Semantic Web: Revolutionizing Knowledge Dis-
covery in the Life Sciences, Springer, New York. ISBN: 978-0-387-48436-5

Barwick, L. (2005). Networking digital data on endangered languages of the Asia Pacific region.
International Journal of Indigenous Research, 1(1), pp. 11–16.

Beckett, D. (ed.) (2004). RDF/XML Syntax Specification (Revised), W3C Recommendation, W3C,
February 10.

Berners-Lee, T., Hendler J. and Lassila O. (2001). The Semantic Web, Scientific American, May,
pp 34–43.

Berners-Lee, T., Fielding, R. T. and Masinter, L. (2005). Uniform Resource Identifier (URI):
Generic Syntax, IETF RFP 3986 (standards track), Internet Eng. Task Force, January.

Boley, H., Tabet, S. and Wagner, G. (2001). Design Rationale of RuleML: A Markup Language for
Semantic Web Rules. Proc. SWWS’01, Stanford, July/August, pp 381–401.

Bray, T., Paoli, J., Sperberg-McQueen, C. M., Maler, E., Yergeau, F. and Cowan, J. (eds.) (2006).
XML 1.1 (Second Edition), W3C Recommendation, W3C, 16 August.

Brickley, D. and Guha, R. V., (eds) (2004). RDF Vocabulary Description Language 1.0: RDF
Schema, W3C Recommendation, W3C, February 10.

Coles, S., Frey, J., Hursthouse, M., Light, M., Carr, L., DeRoure, D., Gutteridge, C., Mills, H.,
Meacham, K., Surridge, M., Lyon, L., Heery, R., Duke, M. and Day, M. (2005). The ‘end to end’
crystallographic experiment in an e-Science environment: From conception to publication. In,
UK e-Science All Hands Meeting 2005, Nottingham, UK, 19–23 September. Southampton, UK.

CRCT, Thermfact Inc. and GTT-Technologies (2007). FactSage 5.5.
De Roure, D. and Hendler, J. A. (2004). E-Science: The Grid and the Semantic Web. In IEEE

Intelligent Systems – Special Issue on E-Science, volume 19(1), pp. 65–71.
Doerr, M., Hunter, J. and Lagoze, C. (2003). Towards a Core Ontology for Information Integration,

Journal of Digital Information, 4 (1). April.
FIZ Karlsruhe (2004). ICSD (Inorganic Crystal Structure Database).
Gennari, J., Musen, M. A., Fergerson, R. W., Grosso, W. E., Crubezy, M., Eriksson, H., Noy, N. F.

and Tu. S.W. (2003). The Evolution of Protégé: An Environment for Knowledge-Based Systems
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Chapter 9
Mind the Gaps – Finding the Appropriate
Dimensional Representation for Semantic
Retrieval of Multimedia Assets

William I. Grosky, Rajeev Agrawal, and Farshad Fotouhi

9.1 Introduction: Multimedia Retrieval

Multimedia retrieval is an enabling technology for the new semantic web, since
discussing multimedia in the framework of the semantic web can be placed under
the rubric of multimedia annotation. After all, the annotation modality is arbitrary;
e.g. images can be annotated with text, text can be annotated with images, images
can be annotated with audio, videos can be annotated with structured ontological
descriptors. Techniques for carrying out appropriate annotation cover the gamut
of present-day research topics in the area of multimedia semantics, including the
following important areas: media object representation, genre representation and
detection, event representation and detection, multimedia ontology learning, emer-
gent semantics, and folksonomies.

Media object representation is quite important, as particular representations lend
themselves better to cross-media annotations. In the past, the different media were
isolated and analysed separately. For example, images had one representation, audio
another, and they were rarely analysed together. More and more researchers now
realise that documents of interest are multimedia, not monomedia, and thus should
be represented in an integrated fashion to take advantage of various mathematical
techniques for discovering latent semantics (Zhao and Grosky 2002a). A multimedia
document is represented as a high-dimensional vector, where the coordinates rep-
resent particular feature values. Using various dimensional reduction techniques,
researchers have distilled various concepts from multimedia document collections,
where each concept represents the co-occurrence of various elementary features. If,
for example, an image feature and a textual feature occur in the same concept, we
may be able to say that the textual feature is an annotation for the occurrence of the
particular image feature (and vice versa).
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Genre representation and detection concerns itself with the ability to classify
multimedia documents into various categories such as news videos, sports videos,
jazz music, and classical music (Fischer, Lienhart, and Effelsberg 1995). Some work
has also been done using more subjective categories, such as the various emotions
evoked by particular multimedia documents (Geng, Zhuang, and Pan 2003). Events
require spatial and temporal features and are manifested through video and audio
multimedia documents (Westermann and Jain 2006).

Multimedia ontology learning is in its infancy, especially due to the newness of
the area of multimedia ontologies in general (Chang, Sikora, and Puri 2001; Vembu,
Kiesel, Sintek, and Baumann 2006). As in standard textual documents in this area,
machine learning techniques should be applied to the occurrence of various multi-
media features in a given corpus in the hope of finding various generalised concepts
which hopefully appear in other, as yet, unexamined multimedia documents.

A folksonomy is a form of emergent semantics as it refers to a collab-
orative, dynamic approach to the generation of ontologies and media object
semantics (Aurnhammer, Hanappe, and Steels 2006; Mika 2005). That such an
approach results in a stable semantics has been shown in Cattuto, Loreto, and
Pietronero (2006).

While addressing the area of multimedia retrieval, it has been widely recognized
that the family of multimedia retrieval techniques should become an integration
of both low-level visual features addressing the more detailed perceptual aspects
and high-level semantic features underlying the more general conceptual aspects of
multimedia data. Although efforts have been devoted to combining these two aspects
of visual data, the gap between them is still a huge barrier in front of researchers.
Intuitive and heuristic approaches do not provide us with satisfactory performance.
Therefore, there is an urgent need for finding and managing the latent correlation
between low-level features and high-level concepts. How to bridge this gap between
visual features and semantic features has been a major challenge in this research
field. It is imperative for multimedia researchers to realize that any multimedia
retrieval technique has to narrow this gap down to a minimum. MPEG-7, which
is discussed in detail in Chapter 2, is one such step in the right direction.

Another challenge, which multimedia researchers still are struggling with, is
the curse of dimensionality: multimedia data is inherently of high dimensionality,
making it difficult to carry out efficient querying. Thus, it is extremely interesting
that various techniques for dimensional reduction have also been found to improve
semantic retrieval, forming so-called concepts from low-level features. This chapter
discusses these techniques and shows that using them in the same fashion as they
have been used in traditional textual information retrieval produces quite interesting
results.

The structure of this chapter is as follows: Section 9.1 provides a short intro-
duction to semantic multimedia retrieval, while Section 9.2 discusses various
dimensionality reduction techniques. In Section 9.3, we discuss our approach to
dimensional reduction in the multimedia environment, and perform some illustra-
tive clustering and retrieval experiments. Finally, in Section 9.4, we present our
conclusions.
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9.1.1 Why Multimedia Retrieval?

The emergence of multimedia technology and the rapid growth in the number
and type of multimedia assets controlled by public and private entities, as well as
the expanding range of image and video documents appearing on the web, have
attracted significant research efforts in providing tools for effective retrieval and
management of multimedia data. Multimedia retrieval is based on the availability
of a representation scheme for multimedia content. Multimedia content descriptors
may be visual features such as colour, texture, shape, and spatial relationships, audio
features such as spectral properties, textual features such as keyword counts, or mul-
timedia semantic primitives (labelled image regions, word signatures in audio).

Conventional information retrieval is based solely on text, and these approaches
to textual information retrieval have been transplanted into multimedia retrieval in
a variety of ways, including the representation of a multimedia document as a vec-
tor of feature values. However, “a picture is worth a thousand words”. Multimedia
contents are much more versatile compared with text, and the amount of visual data
is already enormous and still expanding very rapidly. Hoping to cope with these
special characteristics of multimedia data, content-based multimedia retrieval meth-
ods have been introduced. Many of the newer methodologies use various enabling
technologies from the semantic web vision, including taxonomies (Aslandogan,
Their, Yu, Zou, and Rishe 1997) and ontologies (Hyvönen, Saarela, Styrman, and
Viljanen 2003).

To give an idea of the state of the art in multimedia retrieval, several tasks, which
the casual user would consider quite simple, have been presented as being beyond
the current technology (Rowe and Jain 2005).

� Search an archive of radio broadcasts to find an interview with a particular indi-
vidual or search a picture archive to find a photo of the person visiting a particular
city. This requires context to disambiguate words and identify where a particular
photo was taken.

� Identifying a person across a room through the mediation of your cell phone
camera. Simple face matching may return too many false positives. Using the
context of the situation at hand may serve to overcome this problem.

� Make the billions of hours of home video currently stored in shoeboxes useful.
Tools for organizing and retrieving this information are needed.

Just as in common-sense reasoning, it sometimes turns out that the seemingly
simplest tasks are actually quite difficult. And just as in common-sense reasoning,
the missing ingredient is how to take context into account. The earliest work in
multimedia information retrieval was based on computer vision algorithms which
were focused on low-level feature-based similarity search over images, video, and
audio (Ballard and Brown 1982; Haralick and Shapiro 1993). In the last decade,
trying to take context into account, serious efforts have been made to utilize multiple
modalities available with multimedia objects in various retrieval techniques.
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9.1.2 The Addition of Semantics

The different types of information that are normally associated with multimedia
documents are (Grosky 1994)

� Content-independent metadata: data that is not directly concerned with content,
but related to it. Examples are image format, author’s name, date, and location.

� Content-based metadata: Non-information-bearing metadata: data referring to
low-level or intermediate-level features, such as colour, texture, shape, spatial
relationships, and their various combinations. This information can easily be
computed from the raw data.

� Information-bearing metadata: data referring to content semantics, concerned
with relationships of entities appearing in multimedia documents to real-world
entities, as well as data referring to the relationship of a particular multimedia
document or sub-document to particular users. This type of information, such
as that a particular building appearing in a video is the Sear’s Tower, or that a
particular image evokes the emotion of happiness in Joe Smith, cannot usually
be derived from the raw data. It must then be supplied by other means. In the
first case, the building might inherit this semantic label from another video, an
image, or a detailed textual description, where a similar-appearing building has
already been identified. In the second case, Joe Smith may specifically inform
the system of his feelings when he views this image, or, again, this information
may be inherited from other images which invoke similar feelings, perhaps by
their characterization as being in the same genre (Fischer, Lienhart, and Effels-
berg 1995; Geng, Zhuang, and Pan 2003; Li, Ogihara, and Li 2003), or though
a process of social tagging (Aurnhammer, Hanappe, and Steels 2006; Mika
2005).

Note that information-bearing metadata, commonly referred to as semantic infor-
mation, however, are not extracted directly from visual contents, but represent the
relatively more important meanings of multimedia objects that are perceived by
human beings. These conceptual aspects are more closely related to users’ prefer-
ences and subjectivity. Concepts may vary significantly in different circumstances.
Subtle changes in the semantics may lead to dramatic conceptual differences.
Needless to say, it is a very challenging task to extract and manage meaningful
semantics and to make use of them to achieve more intelligent and user-friendly
retrieval.

Low-level multimedia features are directly related to perceptual aspects of image
content. Since it is usually easy to extract and represent these features and fairly
convenient to design similarity measures by using the statistical properties of these
features, a variety of content-based image retrieval techniques have been proposed.

High-level conceptual information is normally represented by using text descrip-
tors. Traditional indexing for multimedia retrieval is text based. In certain content-
based retrieval techniques, text descriptors are also used to model perceptual
aspects. However, the inadequacy of text description is very obvious:
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� It is difficult for text to capture the perceptual saliency of visual features.
� It is rather difficult to characterize certain entities, attributes, roles, or events by

means of text only.
� Text is not well suited for modelling the correlation between perceptual and con-

ceptual features.
� Text descriptions reflect the subjectivity of the annotator, and the annotation pro-

cess is prone to be inconsistent, incomplete, ambiguous, and very difficult to be
automated.

Rather than trying to discover a media object’s hidden meaning, researchers
should try to invent ways of managing media objects so as to help people make more
intelligent use of them. They should initiate studies on the relationship between
users and media objects. Media objects should be interpreted relative to the particu-
lar goal or point of view of a particular user at a particular time. Media objects that
would satisfy a user at one time may not satisfy him at other times. Also, media
objects that would satisfy one user at a particular time may not satisfy other users at
any time.

Of course, content-based descriptors are necessary to this process, but they
are definitely not sufficient. Thus, researchers have studied measured interactions
between users and media objects, with the ultimate goal of trying to satisfy the user
community by providing them with the media objects they individually require,
based on their previous media interactions. Thus, the field of emergent multimedia
semantics was born (Grosky, Patel, Li, and Fotouhi 2005; Grosky, Sreenath, and
Fotouhi 2002; Santini, Gupta, and Jain 2001; Staab 2002).

The major advantage of using semantic information in multimedia retrieval is
that the notion of similarity is not just based on simple low-level feature matching,
but also incorporates the context of the retrieval. Figure 9.1 shows five images, the
middle one of which (image 3) can have multiple semantics, two of whose values
would be forest and fog. If interpreted in the context of a user browsing path (. . .,
image 1, image 3, image 2, . . .), the fog semantics would be the primary interpreta-
tion of this image, but in the context of a user browsing path (. . ., image 4, image 3,
image 5, . . .), the forest interpretation would predominate.

9.1.3 Multimedia Features

Until recently, managing multimedia information has been quite ad hoc. Tools that
were developed by one research group could not easily be repurposed and used as
components in the design of more complex systems by other research groups. This
had been caused, largely, by the complexity of devising transformations between
different data and metadata representation schemes used by these different groups.
The growing popularity of MPEG-7 has changed this state of affairs.

Allowing for the representation of a multiplicity of multimedia features in a
uniform fashion, it is becoming much easier to transform from one representation
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Fig. 9.1 An image with multiple semantics disambiguated by context

scheme to another in a more automatic and transparent fashion than was previously
possible. The following features have been used to represent image data:

Colour is one of the most widely used visual features in content-based image
retrieval. It is relatively robust and simple to represent. Various studies of
colour perception and colour spaces have been proposed, in order to find
colour-based techniques that are more closely aligned with the ways that
humans perceive colour (Gershon 1985).

Texture refers to the patterns in an image that present the properties of homo-
geneity that do not result from the presence of a single colour or intensity
value (Howarth and Ruger 2004). It is a powerful discriminating feature,
present almost everywhere in nature. However, it is almost impossible to
describe texture in words because it is virtually a statistical and structural
property.

Shape representation is normally required to be invariant to translation, rotation,
and scaling (Tao and Grosky 2000).

A combination of the above features are extracted from each image and trans-
formed into a point of a high-dimensional vector space. Using this representation,
the many techniques developed by the information retrieval community can be used
to advantage. As the dimensionality of the underlying space is still quite high, how-
ever, the many disadvantages caused by the curse of dimensionality also prevail. The
conventional approaches that use such image attributes as colour and texture also
suffer from a number of other problems, such as capturing semantics and formulat-
ing queries. To improve results, one widely popular but highly inefficient solution to
this problem is to annotate images with keywords manually, after visually examining
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them. The image collection can then be queried on these keywords. The quality of
this method, however, is dependent on the perception of the person annotating the
images. Even so, this technique is used by many search engines, including Google
and Yahoo. To overcome these problems associated with the above methods, we use
both low-level image features, in the form of visual keywords (Sreenath, Grosky,
and Fotouhi 2004), and text annotations for the purpose of image clustering and
retrieval.

9.1.4 Mind the Gaps

In the last decade, researchers have been trying to build algorithms/techniques to
bridge the different, so-called, gaps existing in multimedia retrieval. In the research
literature, the focus has been on the following two gaps: semantic and sensory. We
mention here another gap, the subjective gap, which exists due to users’ needs and
the descriptions of these needs. It may be difficult for a user to express what she
wants from a multimedia retrieval system. Therefore, it is important that the sys-
tem itself try to reconstruct them from a user’s browsing and querying history. The
semantic gap is the principal focus of multimedia retrieval research. A proper defini-
tion of semantic gap is given in Smeulders, Worring, Santini, Gupta, and Jain (2000):

The semantic gap is the lack of coincidence between the information that one can extract
from the visual data and the interpretation that the same data have for a user in a given
situation.

In general, the semantic gap starts at the low-level features and extends to the
semantics (Hare, Lewis, Enser, and Sandom 2006). Sometimes, we may identify
some of the objects in an image but the context of these objects in that particular
image may be missing. The semantic gap is very critical to content-based multime-
dia retrieval techniques.

The sensory gap exists in the multimedia world as the gap between an object and
the machine’s capability to capture and define that object. For example, a person in a
picture with the side of his face exposed may not be recognized as a human because
a human should have two eyes or a three-dimensional structure represented by a two-
dimensional image (e.g. chest radiograph). The lack of resolution can also contribute
to this sensory gap. It is possible that different low-level features or representations
can be produced by the same object due to distance, partial occlusions, illumination,
clutter, camera viewpoint, etc. Similarly, different objects can produce similar low-
level features. For human eyes, it is not difficult to see this perceptual difference,
but is a very difficult problem for a machine. To bridge the sensory gap, some form
of contextual knowledge is required by the retrieval system. This knowledge may
come while capturing the multimedia data or may be incorporated as part of domain
knowledge. This contextual knowledge may be in the form of physical laws, laws
about how objects behave and how people visualize the objects.

The subjective gap is similar to the semantic gap; it refers to the lack of ability
of a user to describe her needs (query) to a retrieval system. The subjective gap
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also exists due to the non-availability of any features which can define emotions,
feelings, smell, touch, and other such features. If a user needs a picture of a sweet
food item, there is no method to describe what “sweet” means. At this time, if the
image database has text annotations, which includes these abstract features, a query
may return some results depending on the quality and level of these annotations.
To bridge this gap, instead of asking the user’s requirements at a very fine level, a
higher level concept can be sought.

9.1.5 The Curse of Dimensionality

The curse of dimensionality was identified and defined by Bellman (1961), in con-
nection with the difficulty of optimization by exhaustive enumeration on product
spaces and refers to “the exponential growth of hyper volume as a function of
dimensionality”. As the dimensionality of the input data space (i.e. the number of
predictors) increases, it becomes exponentially more difficult to find global optima
for the parameter space, i.e. to fit models. Hence, it is simply a practical necessity to
pre-screen and pre-select from among a large set of input (predictor) variables those
that are of likely utility for predicting the outputs (dependent variables) of interest
(StatSoft 2005).

In multimedia retrieval applications, the feature vectors are used to store infor-
mation to represent high-dimensional data. Such vectors may represent anything
from RGB data of individual pixels to texture and shape data for an image, and
multimedia data similarity queries are based upon nearest neighbour searches of this
data. In processes where the dimension of the feature vectors continues to increase,
problems arise as the data tends toward the boundary of the data region and the result
is that the time for a “nearest neighbour search” increases rapidly as the dimension-
ality increases. An interactive computer application called jCurse that can illustrate
the “curse of dimensionality” by allowing the user to view a number of data distri-
butions and perform distance measurements using a variety of metrics can be found
in Eccles and Su (2004). They also argue that the expected distance increases as the
dimension increases, in the case of maximum, Manhattan, and Euclidean distances,
with distribution models of uniform, Gaussian, Chi-Square, exponential and a mix
of these for all components of the feature vector. Tesic (2004) discusses the issue
in terms of capturing and organizing large volumes of images, such as scientific
and medical data, and notes that such projects require new information processing
techniques in the context of pattern recognition and data mining. In multimedia
databases, the volume of the data is very large, and so is the number of feature
vectors. It is impractical to store all the extracted feature vectors from millions of
images in main memory. The amount of time needed to access the feature vectors on
storage devices overwhelmingly dominates the time needed for a search. This prob-
lem is further complicated when the search is to be performed multiple times and
in an interactive environment. The high dimensionality of data can cause increased
time and space complexity, degradation in the algorithm/system performance, and
decreased performance in nearest neighbour search, clustering, and indexing.
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There are two ways to overcome the curse of dimensionality in multimedia search
and retrieval. The first is to search for approximate results of a multimedia query,
and the second is to reduce the high-dimensional input data to a low-dimensional
representation. In most cases, as users are interested in retrieving the results which
are close to their query, exact search and retrieval can be wasteful and not required.
A standard method, which has been very popular, is to map the data items into a
high-dimensional feature space as points. The feature space can then be indexed
using a multidimensional indexing scheme (Guttman 1984; Samet 1989). Simi-
larity search is then equivalent to hyper-spherical range search. This search will
return all multimedia objects which are similar to the query object but within a
certain threshold. The problem with this method is highlighted in Beyer, Goldstein,
Ramakrishnan, and Shaft (1999). If the data dimensionality is large, then the maxi-
mum and minimum distances to a given query point in high-dimensional space are
almost the same under a wide range of distance metrics and data distributions. All
points converge to the same distance from the query point in high dimensions, and
the concept of nearest neighbours becomes meaningless.

Nearest neighbour search in high dimensions is useful when the underlying
dimensionality of the data is much smaller than the actual dimensionality and when
the search space is limited to only a cluster to which the query point belongs.
A novel data structure called Spatial Event Cube (SEC), for conceptual representa-
tion of complex spatial arrangements of visual thesaurus entries in large multimedia
datasets, is suggested by Tesic (2004). This space can be used to discover sim-
ple spatial relationships in a scientific dataset using the perceptual association rule
algorithm, to distil the frequent visual patterns in image and video datasets in order
to discover interesting patterns. A survey of high-dimensional search techniques for
multimedia databases is presented in Bohm, Berchtold, and Keim (2001).

9.2 Dimensionality Reduction Techniques

Dimensionality reduction has been one of the most active research areas of machine
learning in the recent years. Burges (2004) considers the problem of the reduction
of dimensionality, a way of making the amount of data used more manageable.
The author surveys various approaches to dimensionality reduction, among which
are principal component analysis (PCA), kernel PCA, probabilistic PCA, projec-
tion pursuit, multidimensional scaling, isomap, locally linear embedding, Laplacian
eigenmaps, and spectral clustering. Dimensionality reduction can be considered as
a pre-processing step before the data is ready to be used by the system.

Dimensionality reduction reduces the number of random variables involved in an
operation. There are different approaches, such as feature selection, which involves
finding a subset of features by means of a filter, and feature extraction, which
involves using a mapping of the multidimensional space to fewer dimensions. In
some applications, it is possible to use new representations in which there has been
some loss. There is a trade-off between preserving important aspects of original
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data and the number of dimensions desired. It is also possible to measure the degree
of loss with a loss function, which provides a quantitative means for measuring
errors in the representation of data; different loss functions may mean different
low-dimensional representations.

In feature selection, an appropriate subset of the original features is found to
represent the data. The criterion to select appropriate features is dependent on the
application domain. This method is useful when a limited amount of data is present,
but represented with a large number of features. In the diagnostic use of gene expres-
sion data, a classifier is used to determine the disease of a patient based on the
expression of thousands of genes. For this, the classifier is trained from data of only
several tens of patients (Tibshirani, Hastie, Narasimhan, and Chu 2002). It is crucial
to determine a small set of relevant variables to estimate reliable parameters. The
advantage of selecting a small set of features is that you then need to use few values
in the calculations.

In feature extraction, new features are found using the original features without
losing any important information. Feature extraction methods can be divided into
linear and non-linear techniques. Linear techniques are based on getting a resultant
feature set Y , which is derived using linear combinations of the original feature set
X . The linear feature extraction process generally uses a weight vector w to optimise
a criterion, which is also considered as a quality parameter.

Reducing or eliminating the curse of dimensionality is a goal for improving the
search and retrieval capabilities of multimedia applications. In this section, we dis-
cuss various linear and non-linear dimensionality reduction techniques.

9.2.1 Linear Dimensionality Reduction Techniques

There are several linear dimensionality reduction techniques such as principal com-
ponent analysis, factor analysis, projection pursuit, and independent component
analysis. We will provide a brief description of some of them.

Principal Component Analysis: Principal component analysis (PCA) is a second-
order method that seeks to reduce the dimension of the data by finding a few
orthogonal linear combinations of the original variables with the largest variance.
An excellent tutorial on PCA can be found in Smith (2002). PCA transforms the
data to a new coordinate system such that the first coordinate (also called the first
principal component) is the projection of the data exhibiting the greatest variance,
the second coordinate (also called the second principal component) exhibits the
second greatest variance, and so on. This way, the “most important” aspects of
the data are retained in the lower order principal components. PCA is also called
the (discrete) Karhunen-Loève transform (or KLT, named after Kari Karhunen
and Michel Loève), the Hotelling transform (in honour of Harold Hotelling), sin-
gular value decomposition (SVD), or the empirical orthogonal function (EOF)
method.
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Projection Pursuit (PP): Projection pursuit is another linear method, which finds
the most “interesting” possible projections of multidimensional data. PP can also
incorporate higher than second order information, and is therefore useful for non-
Gaussian datasets. A good review of PP can be found in Huber (1985). The projec-
tion index defines the “interestingness” of a direction; the task of PP is to optimize
this index. A projection is considered interesting if it has a structure in the form
of trends, clusters, hyper-surfaces, or anomalies. These structures can be analysed
using manual or automatic methods. The scatter-plot is one such manual method,
which can be used to understand data characteristics over two selected dimensions
at a time. There are many methods to automate this task. A method based on the neg-
ative Shannon entropy is commonly used. The projection index can be maximised
by finding an estimate of the density of the projected points and maximising the
projection index operating on that estimate (Silverman 1988).

Independent Component Analysis (ICA): ICA is a generalization of the PCA and
the PP concepts. ICA looks for independent variables, while PCA seeks uncorrelated
variables. ICA can be divided into noiseless and noisy cases. The noiseless ICA is
a special case of PP, with independence being the interestingness in the projection
pursuit index definition. The following description is based on the survey (Hyvari-
nen 1999).

� The ICA of the random vector x consists of finding a linear transform s = Wx, so
that the components si are as independent as possible, in the sense of maximizing
some objective function f (s1, . . . , sm) that measures independence.

� Objective functions can be multi-unit contrast functions that estimate all p inde-
pendent components at once, or one-unit contrast functions that estimate a single
independent component at a time.

ICA has been used in blind source separation, feature extraction, blind convolu-
tion, and exploratory data analysis in the fields of economics, psychology, and other
social sciences.

9.2.2 Non-Linear Dimensionality Reduction Techniques

Many linear dimensionality techniques, such as PCA and ICA, also have their non-
linear variants. The non-linear PCA incorporates non-linearity in the objective func-
tion, though the resulting components are still linear combinations of the original
data. It is possible to use such non-linear methods such as principal curves and
self-organizing maps with ICA (Fodor 2002). Here, we will discuss some of the
most popular non-linear dimensionality reduction techniques.

Multidimensional Scaling: Multidimensional scaling is used to analyze subjec-
tive evaluations of pairwise (dis)similarities of entities. Assume there are n items
in p-dimensional space and an n × n matrix of proximity measures. Multidimen-
sional scaling produces a k-dimensional representation (k ≤ p) of the original data
items. The distance in the new k-space reflects the proximities in the data. If two
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items are more similar, this distance will be smaller. The distance measures can
be Euclidean, Manhattan, or maximum norm. Multidimensional scaling is typically
used to visualise data in two or three dimensions, to uncover underlying hidden
structure. While determining the maximum number of k, it is ensured that there
are at least twice as many pairs of items than the number of estimated parameters,
which results in p ≥ 4k + 1 (Carreira-Perpinan 1997). An architecture of a dis-
tributed image retrieval system using multidimensional scaling is given in Brunelli
and Mich (2000). They provide a method to quantify the effectiveness of low-level
visual descriptors in a multimedia database. Multidimensional scaling has been used
for scientific visualization, data mining in the areas of cognitive science, information
science, psychophysics, marketing, ecology, and psychometrics.

Vector Quantization (VQ): In many applications, it is required to represent each
data item by not just one single value, but using a small array, such as an image
pixel. In a simple case, each image pixel is represented by three values: red, green,
and blue. Using vector quantization, it is possible to quantize all the possible set
of colour values by approximating them by a small subset of, say, 256 colours,
therefore using only 1 byte instead of 3 bytes to represent each pixel. In VQ, the
basic idea is to replace the values from a multidimensional vector space with values
from a lower dimensional discrete subspace. A vector quantiser maps k-dimensional
vectors in the vector space Rk into a finite set of vectors Y = {yi : i = 1, 2, . . . , N}.
The vector yi is called a code vector or a codeword, and the set of all the codewords
is called a codebook. There is a nearest neighbour region called the Voronoi region
associated with each codeword, yi .

Vi = {x ∈ Rx : ||x − yi || ≤ ||x − y j ||,∀ j �= i}

VQ can be used for any large datasets, when adjacent data values are related in
some way. VQ has been used in image, video, and audio compression. A review
of vector quantisation techniques used for encoding digital images is presented in
Nasrabadi and King (1988). In Subramaniam and Rao (2003), a low-complexity
quantisation scheme using transform coding and bit allocation techniques, which
allows for easy mapping from observation to quantised values, is developed for
speech.

Laplacian Eigenmaps (LEM): In a multimedia dataset, low-dimensional data is
hidden in a very high-dimensional space. For example, n × m pixels are needed to
represent an image of n rows and m columns. If this image is of a certain object
and has been captured using a moving camera under fixed lighting conditions, the
dimensionality of the space of all images of the object is the number of degrees of
freedom of the camera. The space under consideration has the structure of a low-
dimensional manifold embedded in �n2

(Belkin and Niyogi 2003). This method is
based on the graph–theoretic approach. A graph is built using the data items, which
incorporates neighbourhood information of the dataset. A low-dimensional repre-
sentation of the dataset is computed using the Laplacian of the graph that optimally
preserves local neighbourhood information. The algorithm has three steps:
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� Constructing the adjacency graph: Two points (nodes in graph terminology) x
and y are connected by an edge if x and y are “close”. To find the closeness, a
Euclidean distance measure based on either a certain threshold or an n nearest
neighbours approach can be used.

� Weighting the edges: One simple approach is to assign the weight of edge
between points x and y as 1, if they are connected. A more complex approach
can use the heat kernel.

� Compute eigenmaps: In the last step, eigenvalues and eigenvectors are computed
using the graph arrived at in the previous step.

The LEM algorithm optimally preserves local information in the embeddings
provided by the Laplacian eigenmaps. The LEM has been used to improve the
clustering-based segmentation of multivariate images (Tziakos, Laskaris, and
Fotopoulos 2004). Another non-linear dimensionality reduction technique, Locally
Linear Embedding (LLE), is similar to LEM (Roweis and Saul 2000).

Diffusion Maps: Diffusion maps provide a framework based on diffusion pro-
cesses that allow one to obtain a multiscale description of geometric structures of
datasets as well as of spaces of functions defined on these sets. This approach uses
the ideas from spectral graph theory, harmonic analysis, and potential theory (Coif-
man and Lafon 2006). In this framework, any arbitrary dataset can be parameterised
to build embeddings called diffusion maps. It is possible to define a meaningful
metric on the data using the diffusion distance. Basically, there are two steps in this
approach:

� Calculating diffusion distances: In this step, the goal is to define a distance metric
on a dataset that reflects the connectivity of the points within the set, similar to
the weight metric in the graph. The method to determine distance is dependent
on the application. Two points may be considered close if they are connected
by many short paths in the graph; therefore, the diffusion distance between two
points will be small. The diffusion distance is actually the sum over all paths of
length less than a certain length between two points. It has been found to be more
robust to noise on the data than any other distance measures.

� Deriving diffusion maps: Using the diffusion distance matrix, the eigenvalues
and eigenvectors are calculated. The right eigenvectors weighted by eigenvalues
generate the diffusion maps (Lafon and Lee 2006). This mapping is a parame-
terisation of the dataset in a low-dimensional space. Diffusion maps have been
used to organize and cluster words into concepts as well as in image clustering.

9.3 The Journey of Latent Semantic Analysis from the Textual
Domain to the Multimedia Landscape

Latent Semantic Analysis (LSA) presumes that there is an underlying, latent seman-
tic structure in the usage of the words in any document collection. LSA is a popular
technique in natural language processing. It is also called Latent Semantic Indexing
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(LSI) in the context of information retrieval. LSA has also been used often in mul-
timedia retrieval. In this section, we describe our multimedia clustering, search, and
retrieval research, which models the multimedia retrieval problem along the lines of
text information retrieval techniques.

9.3.1 Information Retrieval (IR)

Information retrieval has existed for a very long time in the form of databases.
But there is a fundamental difference between databases and information retrieval.
Databases store information in a highly structured fashion, and therefore querying
on databases is easy. However, information retrieval is based on unstructured data
and we need to apply more intelligent techniques to query this data and retrieve
information which is relevant to the user (Witten, Moffat, and Bell 1999).

The information retrieval problem is posed as “matching of queries with words
to documents with words”. From a user’s perspective, retrieval is based more on a
concept than on a set of words. LSI was first proposed in Deerwester, Dumais, Lan-
dauer, Furnas, and Harshman (1990) to overcome the deficiencies of term-matching
retrieval by treating the unreliability of observed term-document association data
as a statistical problem. The underlying latent semantic structure in the document
collection is partially obscured by the randomness of word choice with respect to
retrieval. Statistical techniques were used to find this latent structure and remove
the obscuring “noise”. To organize and search a large text collection, clustering tra-
ditionally has been used to discover the inherent concepts embodied there (Dhillon
and Modha 2001). The document collection can then be organized based on the con-
cepts expressed through these clusters. The basic idea is to extract unique keywords
from the set of documents and consider these words as features and then repre-
sent each document as a vector of weighted word frequencies in this feature space.
A term-document matrix is created, in which rows represent the textual keywords
and columns represent the documents. Then, LSA is applied on this term-document
matrix to discover the latent relationships between correlated words and documents.
LSA uses the truncated singular value decomposition (SVD), which projects the
high-dimensional concept space to a low-dimensional concept space. This new rep-
resentation can be used for various purposes:

� To apply document clustering and classification;
� To find relationships between terms or between documents;
� To query the document collection using a set of terms.

In information retrieval, synonymy (multiple words having the same meaning)
and polysemy (words having multiple meanings) are two other problems. SVD also
helps in recovering these relationships.

The annual Text Retrieval Conference (TREC) sponsored by the Defense
Advanced Research Projects Agency and the National Institute of Standards and
Technology has been organizing contests to improve IR techniques since 1992. In
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Dhillon and Modha (2001), the concept decompositions are obtained by taking the
least-squares approximations onto the linear subspace spanned by all the concept
vectors. There are many other related schemes referred to in the literature (Bast
and Majumdar 2005). They have also introduced the curve of relatedness score to
retrieve the relevant documents using query expansion. A bipartite spectral graph
partitioning algorithm that uses both left and right singular vectors is applied to
cluster the documents and words simultaneously (Dhillon 2001).

9.3.2 Applications to Multimedia

After successful application of LSA in text retrieval, researchers have applied this
technique in the multimedia domain. The problem is to describe a term in an image.
The earliest applications used manual text annotations to describe an image, similar
to the terms in a document in text retrieval. The manual text annotation may be
skewed by individual users’ perspectives. It is not an easy task to build a system
entirely on manual text annotations. Another approach is to use the low-level fea-
tures (descriptors) of an image. These features can be extracted automatically, unlike
manual annotations. This approach has three steps:

� Extracting image features;
� Reduction of feature vector dimensions;
� Query image collection using some similarity metric.

The QBIC system (Faloutsos, Barber, Flickner, Hafner, Niblack, Petkovic, and
Equitz 1994) stores colour, texture, shape, sketch, and object information of each
image and uses techniques similar to information retrieval techniques. In this sys-
tem, it is possible to integrate all of these in one single query. The user can specify
the colour proportion, select regions of relevant texture, and draw a sketch of the
query image. In this system, dimensional reduction was used to reduce the time
taken to calculate image similarities, which was an operation of quadratic time-
complexity.

In Photobook (Pentland, Picard, and Sclaroff 1996), PCA is used to create eigen-
images, which are small sets of perceptually significant coefficients. This tech-
nique is referred to as semantics-preserving image compression. These low-level
features have been used as terms, over which to apply standard information retrieval
techniques.

In other approaches, images have been divided into blocks of pixels and then
each block is described using low-level features. Various text retrieval techniques,
such as inverted files, term weighting, and relevance feedback, are applied on the
blocks of an image (Squire, Müller, Müller, and Pun 2000). In Westerveld (2000),
image contents are combined with textual contents. The low-level image features
used are HSV colour space and Gabor texture filters. The retrieval results for the
text and image features are better than image-only and text-only results.
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In Zhao and Grosky (2002b), an approach is presented to negotiate the gap
between low-level features and high-level concepts in web documents, using LSA
on vectors containing both keywords and image features of the documents. The
results of this paper demonstrate the use of image features in improving text
retrieval, even for text-only queries.

LSA has also been used in the video domain to improve retrieval results. To
find the association between segmented frame regions, low-level video features
have been combined with structural information (Hohl, Souvannavong, Merialdo,
Huet, 2004).

9.3.3 Visual Keywords

The first step in any image retrieval system is to extract the image features. The fea-
ture extraction can be based on the entire image or on regions of the image resulting
from a segmentation process. Such segmentation techniques have also been used to
identify the objects of interest, based on their specific shapes. After segmentation,
features are computed from each segmented object and used for clustering. These
object segmentation techniques, however, are not very likely to succeed in broad
domains. This problem may be circumvented by weak segmentation, where group-
ing is based on some data-driven properties. Once such features have been extracted,
the images are clustered using such methods as k-means, hierarchical agglomerative
clustering, or a learning-based approach.

We extract the low-level image features by subdividing an image using a tem-
plate of a certain size. As template-based visual keywords are supposed to convey
semantics, template sizes are crucial. This is the same problem as in classical infor-
mation retrieval, where textual keywords are at the word stem level, rather than
the individual word level or the paragraph level. Choose a template size too large
(akin to a paragraph in classical IR), and it would contain multiple object segments
and have a muddled semantics. Choose a template size too small (akin to a letter in
classical IR), and its semantics would be completely undetermined. In our approach,
we consider each image as a document and each template region as a word (visual
keyword). Hence, each image is represented by multiple template regions. These
regions are called tiles. Each tile is represented using the MPEG-7 scalable colour,
colour structure, and colour layout colour descriptors. This results, however, in a
very large number of distinct tiles. To reduce this large number of tiles, we clus-
ter them and treat tiles in the same cluster as being the same. This is akin to the
stemming operator for textual keywords. Thus, in our approach, we use a term-
image matrix, where the terms consist of textual keywords and visual keywords,
each visual keyword being a tile representing a particular cluster of similar tiles.
We show that this image representation approach produces better image clusters
than those resulting from just using image features or just using textual keywords
(Agrawal, Grosky, and Fotouhi 2006a). The proposed approach has four steps:

� Extracting and clustering visual keywords;
� Creating a term-document matrix using textual keywords;
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� Combining visual keywords and textual keywords information;
� Evaluating the MPEG-7 visual keyword model.

We apply LSA on the combined visual and textual space and learn co-occurrence
relations among textual keywords and visual keywords. In summary, we extract the
semantic relationship between text to text, image to image, and text to image in this
step. The algorithm to create visual keywords is given in Fig. 9.2.

We now discuss various experiments using our keyword model. We use the
image collection LabelMe, available through the MIT AI Lab (Russell, Torralba,
Murphy, Freeman 2005). This collection allows people to annotate images online
and have the annotations be updated instantly. We selected 658 images belonging
to 15 categories from this collection. The categories with the number of images in
each category are Boston street scenes (152), cars parked in the underground garage
(39), kitchens (14), offices (24), rocks (41), pumpkins (58), apples (11), oranges
(18), conference rooms (28), bedrooms (14), dining (63), indoor homes (59), home
offices (19), silverware (81), and speakers (37). Figure 9.3 has images from four
categories: office, bedroom, indoor home, home office.

We use a template size of 32 pixels × 32 pixels to create the non-overlapping
tiles for each image. The original images in the collection have different resolutions,
which vary from 2560 × 1920 to 300 × 205. The images are resized to 640 pixels ×
480 pixels if they are larger to restrict the number of tiles to a fixed limit; however,
the smaller images are left in their original sizes. The Multimedia digital Library
for On-line Search (MILOS) software (http://milos.isti.cnr.it), which is based on
the MPEG-7 XM model, is used to extract the colour descriptors SCD, CSD, and
CLD. The total number of descriptors used is 140, in which we have 64 of SCD,
64 of CSD, and 12 of CLD. The maximum number of tiles an image can have
is 300; the total number of tiles of 658 images is 165750. In Fig. 9.4, each row
shows some example tiles from the categories shown in Fig. 9.3, but they look very

Input: A set of images I = {I1, I2, . . . , In }.
Output: Visual keyword-image matrix

Algorithm:

1. Divide each image Ii into non-overlapping tiles ti of the fixed template size.

2. Extract MPEG-7 descriptors (SCD, CLD, CSD) to form a tile vector ti, j for each tile t j

of image Ii .

3. Generate a tile matrix V , where each ti, j above is a row vector of V .

4. Normalize V and then apply SVD to reduce the dimension.

5. Apply a clustering algorithm to create C clusters out of all the tiles.

6. Compute the visual keyword–image matrix, having one column for each image and one
row for each cluster, where the (i, j)th element of this matrix is the number of times tiles
from the i th cluster appear in the j th image.

Fig. 9.2 Algorithm to create visual keyword matrix
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Fig. 9.3 Images from the categories offices, bedrooms, indoor homes, home offices

similar to each other. Hence, they are likely to have similar low-level features. We
apply a clustering algorithm vcluster (Karypis 2003) on these tiles to get 1500 visual
keyword clusters. These clusters are then used as visual keywords to create a matrix
of 658 images × 1500 clusters.

The textual keyword matrix was created from the annotation list of the image
collection, and a 658 images × 506 words image-textual keyword matrix is created.
The visual keyword and textual keyword matrices are then combined to create a
single matrix of size 658 images × 2006 keywords, which contains both types
of keywords. LSA/SVD is then applied to select only 200 principal components
(coefficients), which results in a matrix of 658 images × 200 concepts.

Fig. 9.4 Tiles from different categories in each row
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We have conducted experiments using the following set of data:

� Full-size image (mpfs): Clustering is applied on the MPEG-7 colour descriptors
extracted from the full-size images. Therefore, the visual keyword is actually
the entire image and each vector represents the 140 MPEG-7 coefficients. We
apply LSA to extract the inherent relationship among images and use only 16
coefficients to keep the error rate not more than 5%.

� Full-size image and textual keywords (mpfstk): In this case, we also use the tex-
tual keywords in addition to visual keywords. After combining both 140 colour
descriptors and 506 textual keywords, the resultant vector has 646 coefficients for
each image. We again apply SVD to extract relationships among images using
both types of descriptors and also reduce the dimension of the matrix to 658
images × 38 concepts to maintain the error not more than 5% as before. Finally,
we cluster the images using these image vectors.

� Tiles of each image (mpts): As discussed previously, images are partitioned into
non-overlapping tiles, and these template-based tiles are clustered into 1500
visual-keyword clusters. After applying SVD, we select only 370 coefficients
allowing 5% error. In essence, we cluster the images using visual keywords,
where each visual keyword is a tile representing a particular cluster of similar
tiles.

� Tiles of each image and textual keywords (mptstk): To see the improvement over
the mpts dataset, we combine both visual keywords and textual keywords. We
still apply SVD and surprisingly we need to select only 14 coefficients to allow
5% error with respect to the original matrix. Here we cluster the images using
both visual keywords and textual keywords.

� In addition to the above datasets, we also cluster the images using only the textual
keywords. There are a total of 506 text keywords for 658 images. We extract the
first 142 coefficients using LSA/SVD to keep the same error as in other cases,
which sufficiently captures the inherent relationship among the keywords. We
find that the results are worse than the result found using any of the above
datasets. The adjusted Rand Index is found to be only 0.26, lowest in all the
datasets. This confirms that clustering the images merely on text keywords does
not give good results.

Table 9.1 shows the result of applying the k-means algorithm for k = 15, which
is the actual number of categories in the image collection. The adjusted Rand index
is used to determine the accuracy of the clusters.

Table 9.1 Clustering results using different datasets

Dataset Adjusted Rand Index (ARI) (Douglas 2004)

Mpfs 0.32
Mpfstk 0.39
Mpts 0.34
Mptstk 0.51
Text keywords only 0.26
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The result shows that when we use low-level features extracted for full-size
images (mpfs), ARI = 0.32, which is lower than what we get when clustering is
done also using textual keywords (mpfstk). The more interesting results are obtained
when the images are divided into tiles. We get ARI = 0.34 using only visual
keywords (mpts), but there is a large improvement we also use textual keywords
(mptstk).

We also conducted retrieval experiments and measured the precision at 10% and
30% recall and the average precision at 10%, 20%, . . . , 100% recall (Agrawal,
Grosky, and Fotouhi 2006b). The values vary between 0 and 1. We considered the
entire collection of images in our database as the query dataset, to avoid favour-
ing certain query results. The LSI dimensionless algorithm of Bast and Majum-
dar (2005) is used for all the retrieval experiments. The algorithm to formulate the
query vector is given below:

1. Given a query image q , divide q into tiles and determine, for each tile, to which
of the visual keywords clusters it belongs to. Now we have the closest clus-
ter/concept for each tile of q .

2. Create the visual keywords vector using the information of step 1 and concate-
nate it with the textual keywords vector. This results in the query vector to be
used for similarity matching.

3. Use this query vector and term-image matrix to find the similar images using
cosine similarity.

The results of Table 9.2 show that at 10% recall, using visual keywords along
with text keywords give the best results. The next best result is obtained when the
full-size image and text keywords are combined. Using the text keywords alone is
closely behind this. But using only low-level image features gives worse results.
We can also observe that it does not really matter much in the case of using only
low-level features as to whether we use the entire image or the tiles. At 30% recall,
we still get the best results while using both visual keywords and text keywords. But
using text keywords alone is better than the use of low-level features of the full-size
image, which indicates that at a higher recall value, the utility of using the low-level
features diminishes. The average precision results further indicate that visual key-
words when used with textual keywords consistently provide the best representation
for content-based image retrieval. Another important observation is that visual
keywords alone are better than using low-level features and text for the entire image.

Table 9.2 Precision results for different datasets

Dataset 10% recall 30% recall Average precision

Mpfs 0.68 0.51 0.41
Mpfstk 0.76 0.56 0.39
Mpts 0.69 0.54 0.43
Mptstk 0.81 0.68 0.56
Txt 0.73 0.64 0.50
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9.4 Conclusion

In this chapter, we have shown the complexity of the process of semantic multimedia
retrieval, and how multimedia information should be encompassed in the semantic
web vision. Our work in this, so-called multimedia semantic web (Grosky, Sreenath,
and Fotouhi 2002), differs from the standard semantic web paradigm in one impor-
tant aspect, however. While most standard work has been concentrating on the very
important problem of tool building in order to manage various sorts of high-level
descriptors, the unspoken assumption seems to be that only particular users, namely
document authors, should be able to describe particular multimedia documents.

We believe, on the other hand, that each user should be free to contribute to a mul-
timedia document’s overall context-based semantics. The key is to manage them in
such a way as to use them to satisfy a particular user’s needs and wants. Multimedia
researchers can, and should, play an important role in the semantic web commu-
nity, not only to extend the semantic web vision to multimedia entities through the
emerging multimedia semantic web but also to show the semantic web community
that their use of a unique, author-defined semantics is quite short-sighted.
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Chapter 10
Filling the Semantic Gap in Video Retrieval:
An Exploration

Alexander Hauptmann, Rong Yan, Wei-Hao Lin, Michael Christel
and Howard Wactlar

10.1 Introduction: Bridging the Semantic Gap

Digital images and motion video have proliferated in the past few years, ranging
from ever-growing personal photo and video collections to professional news and
documentary archives. In searching through these archives, digital imagery indexing
based on low-level image features like colour and texture, or manually entered text
annotations, often fails to meet the user’s information need, i.e. there is often a
semantic gap produced by “the lack of coincidence between the information that
one can extract from the visual data and the interpretation that the same data have
for a user in a given situation” (Smeulders, Worring, Santini, Gupta and Jain 2000).

The image/video analysis community has long struggled to bridge this seman-
tic gap between low-level feature analysis (colour histograms, texture, shape) and
semantic content description of video. Early video retrieval systems (Lew 2002;
Smith, Lin, Naphade, Natsev and Tseng 2002) usually modelled video clips with
a set of (low-level) detectable features generated from different modalities. It is
possible to accurately and automatically extract low-level video features, such as
histograms in the HSV, RGB, and YUV colour space, Gabor texture or wavelets,
and structure through edge direction histograms and edge maps. However, because
the semantic meaning of the video content cannot be expressed this way, these sys-
tems had a very restricted success with this approach to video retrieval for seman-
tic queries. Several studies have confirmed the difficulty of addressing information
needs with such low-level features (Markkula and Sormunen 2000; Rodden, Basalaj,
Sinclair and Wood 2001).

To overcome this “semantic gap”, one approach is to utilise a set of intermediate
textual descriptors that can be reliably applied to visual content concepts (e.g. out-
doors, faces, animals). Many researchers have been developing automatic semantic
concept classifiers such as those related to people (face, anchor, etc.), acoustic
(speech, music, significant pause), objects (image blobs, buildings, graphics),
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location (outdoors/indoors, cityscape, landscape, studio setting), genre (weather,
financial, sports), and others (Chang, Manmatha and Chua. 2005). Automatic
semantic concept detection has been investigated by numerous studies in recent
years (Barnard, Duygulu, Forsyth, de Freitas, Blei and Jordan 2003; Naphade, Krist-
jansson, Frey and Huang 1998; Naphade and Smith 2004; Chang, Hsu, Kennedy,
Xie, Yanagawa, Zavesky and Zhang 2005; Yang, Chen and Hauptmann 2004; Lin
and Hauptmann 2002; Jeon, Lavrenko and Manmatha 2003; Snoek, Worring and
Smeulders 2005; Yuan, Xiao, Wang, Ding, Zuo, Tong, Liu, Xu, Zheng, Li, Si, Li,
Lin and Zhang 2005; Wu, Chang, Chang and Smith 2004), showing that these
classifiers could, with enough training data, reach the level of maturity needed to
be helpful filters for video retrieval (Hauptmann, Baron, Chen, Christel, Duygulu,
Huang, Jin, Lin, Ng, Moraveji, Papernick, Snoek, Tzanetakis, Yang, Yan and
Wactlar 2003; Natsev, Naphade and Tešić 2005).

In this chapter, we examine the use of high-level semantic concepts (Naphade
and Smith 2004) to assist in video retrieval and its promise to bridge the semantic
gap by providing more accessible visual content descriptors. The hypothesis is that
a few thousand semantic concepts (Naphade, Smith, Tesic, Chang, Hsu, Kennedy,
Hauptmann and Curtis 2006) that have reasonably reliable detection accuracy can
be combined to yield high-accuracy video retrieval. If we can define a rich enough
set of such intermediate semantic descriptors in the form of a large lexicon and tax-
onomic classification scheme, then robust and general-purpose content annotation
and retrieval will be enabled through these semantic concept descriptors. Although
a huge number of successful semantic concept detection approaches have been
developed and evaluated (Smeaton and Over 2003; Snoek, Worring, Geusebroek,
Seinstra and Smeulders 2006), many questions remain unanswered: What kinds of
concepts are most useful? How many are needed? How accurate do they need to
be? How can we use them to assist video retrieval? To gain a deeper understanding
of these issues, we have conducted a set of retrieval experiments on a large-scale
video collection, which constitute first steps towards answers to these questions and
provide guidelines for future work.

The chapter is organised as follows. Section 10.2 begins with a case study show-
ing that increasing the number of semantic concepts improves video retrieval. We
also speculate what minimal number of concepts will be sufficient to construct a
highly accurate video retrieval system. Then, in Section 10.3, we analyse the types
of concepts we should add to the current lexicon. Section 10.4 explores concept
combination strategies, and how users can employ these concepts for both interac-
tive and machine-assisted video retrieval. We end with a discussion regarding the
role of semantic concepts for the future of video retrieval based on the presented
analyses of concept quality, quantity, combination, and use.

10.2 Are Semantic Concepts Useful to Video Retrieval?

To illustrate the usefulness of constructing a large number of high-level semantic
concepts to enhance video retrieval quality, we provide a case study based on a
large-scale TRECVID video collection (Smeaton and Over 2003) and two recently
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developed video concept lexica, namely the Large-Scale Concept Ontology for
Multimedia (LSCOM) (Naphade et al. 2006) and the MediaMill challenge concept
data (Snoek, Worring, van Gemert, Geusebroek and Smeulders 2006), both of which
also include an “annotation corpus” for the TRECVID 2005 video collection, where
for each concept in the lexicon and every shot in the collection, it was manually
determined whether the concept was absent or present in the shot.

10.2.1 Description of Video Archive

In this section, we describe the video collection, the set of high-level semantic con-
cepts, and the use cases for query topics adopted in our case study.

10.2.1.1 TRECVID 2005 Development Set

In 2001, the National Institute of Standards and Technology (NIST) started the
TREC Video Track (now referred to as TRECVID; Over, Ianeva, Kraaij and
Smeaton 2005) to promote progress in content-based video retrieval via an open,
metrics-based evaluation, where the video corpora have ranged from documentaries,
advertising films, technical/educational material to multilingual broadcast news. As
the largest video collections with manual annotations available to the research com-
munity, the TRECVID collections have become the standard large-scale testbeds
for the task of multimedia retrieval.

Success in the search task is measured through precision and recall as the central
criteria to evaluate the performance of retrieval algorithms. Precision is the fraction
of the retrieved documents that is relevant. Recall is the fraction of relevant docu-
ments that is retrieved. NIST also defines another measure of retrieval effectiveness
called non-interpolated average precision over a set of retrieved documents (shots
in our case). Let R be the number of true relevant documents in a set of size S; L
the ranked list of documents returned. At any given index j let R j be the number
of relevant documents in the top j documents. Let I j = 1 if the j th document is
relevant and 0 otherwise. Assuming R < S, the non-interpolated average precision
(AP) is then defined as

1

R

S∑

j=1

R j

j
I j .

Mean average precision (MAP) is the mean of average precision over all queries.
In our case study, we used only the development data set from the TRECVID

2005 corpus (Over et al. 2005). This consists of broadcast news videos captured in
the months of October and November 2004. The video collection includes multilin-
gual news video captured from MSNBC (English), NBC Nightly News (English),
CNN (English), LBC (Arabic), CCTV (Chinese), and NTDTV (Chinese). The
development set comprises about 70 hours of video. The corpus was segmented
into 61,901 shots, which were used as the units of retrieval.
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10.2.1.2 Semantic Concepts

We studied three sets of high-level semantic concepts, where each set is larger than
the previous ones and completely includes the smaller sets.

LSCOM-Lite The first set is generally referred to as LSCOM-Lite (Naphade
et al. 2006). It is composed of 39 concepts and was released by NIST in
conjunction with the TRECVID 2005 data set. The TRECVID 2005 partic-
ipants jointly annotated ground truth for these concepts on the TRECVID
2005 development set.

MediaMill The second set of concepts was created by the MediaMill group
in the Netherlands (Snoek et al. 2006). They annotated 101 concepts on the
same data set, with a challenge to other researchers to use these concepts,
annotations, and low-level features to develop better concept detection sys-
tems. Since only 75 of these concepts were present in our largest LSCOM
concept lexicon, we limited our evaluation to those 75 concepts to achieve
direct comparability.

LSCOM The largest set of concepts contained 320 concepts, developed as
part of the LSCOM effort (Naphade et al. 2006). While the full LSCOM
set contains over 2600 concepts, many of them are unannotated or contain
no positive instances in the TRECVID 2005 collection. For this study, we
used 320 LSCOM concepts that were annotated with at least several posi-
tive instances. LSCOM is a collaborative effort of multimedia researchers,
library scientists, and end users to develop a large, standardised taxonomy
for describing broadcast news video. These concepts have been selected to be
relevant for describing broadcast video, feasible for automatic detection with
some level of accuracy and useful for video retrieval. LSCOM additionally
connects all its concepts into a full ontology. However, we only used the
LSCOM concepts as a flat lexicon in our experiments. All shots relevant to
all concepts had been annotated for the TRECVID 2005 development set.

10.2.1.3 Use Cases

Our video retrieval experiments were conducted on 83 “use case” queries to uncover
the relationship between the number of concepts, detection accuracy, and retrieval
performance. These 83 queries were used because truth annotations for relevant
shots were available for each query on the same TRECVID 2005 video development
collection, which had also been annotated with truth for the concept lists.

To measure the usefulness of large numbers of concepts for video retrieval, “use
cases” had been defined by the LSCOM activity (Naphade et al. 2006). Here, in
consultation with user communities of broadcast news professionals and intelli-
gence analysts, a number of scenarios were identified, which were well covered
in the TRECVID 2005 data set. The scenarios covered unexpected breaking news
events such as natural disasters, as well as long-standing news stories, such as “US
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Elections”. Each of these events had aspects with associated video clips that the
users would have liked to access and review in detail.

The scenarios were designed to be (a) independent of the concept lexicon used
in the annotation corpus and (b) a realistic setting for an information seeker in the
sampled user communities. For example, the use cases included the following broad
scenarios:

� Afghanistan: battles, disarmament, demobilisation, and reintegration
� Iraq: Fallujah, car bombs, improvised explosive devices, and assassinations
� Eritrea: War by proxy
� Global: Oil crisis.

For each scenario, a set of topics was derived, which would be answerable
by video documents in the collection. The topics were intended to emphasise the
visual aspect of the video, not the accompanying audio narrative. Thus for the
“Afghanistan” use case scenario, some example topics were

� battles/violence in the mountains
� armoured vehicles driving through barren landscapes
� mountainous scenes with openings of caves visible
� people wearing turbans and carrying missile launchers.

These topics, in turn, were mapped into very specific, visual queries, e.g. looking
for shots of

� a person with head-scarf greeting people
� military formations engaged in tactical warfare, or part of a parade
� military hospital with vehicles in foreground
� masked men with guns and/or any other weapons.

To carry out some quality assessments of concept utility, LSCOM derived rel-
evance judgments for 83 use-case queries. LSCOM adopted a labelling strategy
similar to the “pooling” used in TRECVID (Over et al. 2005). In this strategy, the
top results from various systems are labelled, while the bottom results are simply
assumed to be negative. LSCOM approximated this approach by feeding the query
topics to interactive retrieval systems and having multiple annotators perform “inter-
active searches” over the collection by essentially issuing text and image queries and
finding as many relevant shots as possible during a 30-minute period. This provided
an approximate, but high-quality set of labels, useful for evaluating the quality of
various concept-based search methods for the queries.

10.2.2 Retrieval Experiments

To evaluate the retrieval utility of the LSCOM-Lite, the MediaMill, and the full
LSCOM concept sets, we designed experiments based on the automatic search
task in TRECVID, where an automatic video retrieval system searches for relevant
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documents without any human feedback or intervention. As a baseline, we generated
the standard text retrieval output by searching the speech transcript for automati-
cally extracted text keywords from each search query. As one of the most important
retrieval components for video retrieval, text retrieval finds a number of top-ranked
documents based on the similarity between query keywords and documents’ textual
features. Textual features can be extracted from a number of information sources
such as speech transcript, closed captions, and video optical character recogni-
tion (VOCR). Unless textual features are not available in the video data (such as
in surveillance video), text search is usually the most effective single modality to
handle semantic queries in video retrieval systems (Hauptmann and Christel 2004).
Given the annotations of high-level concepts and relevance judgments of search
queries at our disposal, we can linearly combine the semantic concept predictions
with the text retrieval outputs to determine how much these search queries would be
affected. Specifically, we compared the baseline text retrieval results to the results
after incorporating (a) the LSCOM-Lite set of 39 concepts, (b) 75 concepts from
the 101 concept MediaMill challenge which overlapped with the LSCOM concepts,
and (c) 320 of the LSCOM concepts that had at least a few positive instances in the
annotations.

Let us begin with the most ideal case, where we assume that the semantic concept
detection is perfect (equivalent to directly using the concept truth annotation) and
that the combination method of concepts is optimal. Although impractical, these
results serve as an upper bound to indicate how useful the concepts can be. In pre-
vious work (Yan and Hauptmann 2003), we developed a theoretical framework for
studying the performance limits over both monotonic and linear combination func-
tions. In brief, the approach computes the optimal linear combination performance
with the semantic concepts fi fixed. Let D represent the documents, Q is the query,
i is the index of the corresponding ranking features, and N is the total number of
ranking features. We denote the linear combination F(D, Q) = ∑N

i=1 λi fi (D, Q)
and AP(F(D, Q)) as the average precision of order list σ , where σ is determined by
retrieval score F(D, Q) with respect to D. Therefore, our task can be rewritten as a
bounded constrained global optimisation problem,

LLB = max
λi

AP

(
k∑

i=1

λi fi (D, Q)

)
,

where LLB is the locally fixed linear bound. Note that this bound allows different
concept combination weights for different queries.

To get a more realistic estimate (as opposed to the perfect “oracle” detection) of
the concept utility with state of the art concept detection approaches, we repeated the
experiment after introducing noise into the perfect concept prediction (but still with
an oracle combination). The results from TRECVID 2006 semantic concept classi-
fication evaluation (Smeaton and Over 2003; Smeaton, Over and Kraaij 2006) show
that the current best semantic concept classification systems can average slightly less
than 0.2 MAP over the LSCOM-Lite concepts. Because mean average precision is
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a rank-based measure and difficult to simulate, we approximated this MAP with
a breakeven precision-recall point at 0.2. Breakeven precision-recall is usually a
good approximation for mean average precision. They are equivalent to each other
if the precision-recall curve is mirror symmetric to the line of precision = recall.
This was easily achieved by randomly switching the labels of positively annotated
shots to be (incorrectly) labelled as negative and conversely switching some neg-
atively labelled shots to incorrect positive examples, until we achieve the desired
breakeven point where precision is equal to recall. This made the concept labels
appear roughly equivalent to a detector with MAP of 20%. Clearly this is a rela-
tively simple approximation of true performance. More realistic would be to allow
the simulated accuracy of individual concept detectors to vary around the global
mean of 0.2, as opposed to giving all the same accuracy.

Figure 10.1 shows the retrieval results of combining semantic concepts for the
three sets under different noise levels on the queries for text-only retrieval and
retrieval with the LSCOM-Lite, the MediaMill, and the larger LSCOM concept
sets. Oracle detection and oracle combination results are labelled OD + OC. The
results using simulated “noisily detected” concepts (labelled OC + ND) are also
shown at 50%, 20%, and 10% breakeven precision-recall (shown as “50% PR”,
“20% PR”, and “10% PR”, respectively). Realistic combination estimates (RC)
assume the combination algorithm is only half as effective as perfect combination,
and these bars are shown with 10% breakeven precision-recall as “RC + ND, 10%
PR”. We can observe a substantial improvement from the additional semantic con-
cepts. For example, video retrieval performance can reach 37% MAP after the full
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LSCOM set of concepts are incorporated, which is impressive given that the base-
line text-only retrieval MAP is only 1%. The surprisingly low baseline of text-only
retrieval, achieved using configuration parameters typical for video retrieval from
text sources, can be attributed to the strong visual specificity of the queries, which
cannot be answered by merely searching the audio transcript. The quality of the
Chinese and Arabic speech recognition and machine translation for the non-English
portions of the corpus also contributed to the low text-only retrieval score. These
experiments confirm the huge potential of high-level concepts for effective video
retrieval. As we introduce detection noise into the semantic concepts, the retrieval
performance keeps decreasing when more and more positive shots are switched
to negative ones. This shows that detection accuracy of semantic concepts has a
noticeable effect on the quality of video retrieval accuracy. However, even if the
breakeven precision-recall of these sets of concepts is only 10%, the retrieval MAP
can still be boosted to an absolute 26% MAP with the full set of LSCOM concepts.
This suggests that although the prediction provided by the state of the art automatic
concept detection algorithms is far from perfect, they can still substantially improve
the standard text-only retrieval output.

It is worth mentioning that the above discussions assume the true relevant docu-
ments for each query are available and therefore we can use learning approaches to
estimate the optimal combination model. In practice, we would not be able to col-
lect ground truth for every possible query that users may submit. Hence, it is more
reasonable for us to derive concept combination models based on some obtainable
query properties, such as query description, query context, user profile, or inter-
active relevance feedback (see Section 10.4 for further discussions on the selec-
tion of realistic combination models). Based on recent results reported on the offi-
cial TRECVID 2003–2005 retrieval tasks (Yan 2006), realistic combination models
(which are determined only from the query description) may result in a 30%–50%
loss of accuracy compared with the optimal combination models. Thus we modeled
the “realistic combination” assumption in Fig. 10.1 (and later in Fig. 10.2) using
a 50% degradation over oracle combination. However, even taking this additional
discounting factor into consideration, the high-level concepts can still be a very
useful component for video retrieval given that they can boost MAP from absolute
1% to above 10%.

10.2.3 How Many Concepts are Sufficient for a Good
Retrieval System?

One of the most interesting aspects of this work is that these results now provide
hints to answer the question: How many concepts are sufficient to construct a “good”
video retrieval system? To be more rigorous in the rest of the discussions, we define
a “good” system as one that can achieve more than 65% MAP. This corresponds
to the current MAP accuracy that has been reported for the best web (text) search
engines (Beitzel, Jensen, Frieder, Chowdhury and Pass 2005). In order to investigate
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this problem more thoroughly, we need to extrapolate our MAP numbers on three
extant concept sets to some “imaginary” concept sets with larger sizes under the
assumption that the additional concepts have a similar quality to the existing con-
cepts. The first step for extrapolation is to determine a reasonable extrapolation func-
tion for the given points in order to determine the relationship between MAP and the
size of the concept set. Theoretically, there are an infinite number of functions that
can fit the given three numbers. However, we can impose a reasonable assumption
on the function space to determine a unique extrapolation function, i.e. the maxi-
mum MAP increment brought by a new concept is proportional to the difference
between the current MAP and the upper limit 1. In other words, the higher the
current MAP is, the less benefit a new concept can offer. Guided by this assumption,
we derive the following partial differential equation,

dm

dx
∝ (1 − m),

where m is the value of MAP, x is the number of concepts, and the boundary condi-
tion is m(∞) = 1. Solving this equation yields

m(x) = 1 − exp(ax + b),

where a, b are two parameters which can be determined with curve fitting
approaches.

Figure 10.2 plots the true MAPs on three concepts sets as well as the fitted
curves using the proposed exponential function over both perfect concepts and noisy
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concepts under oracle combination, as well as the noisy detection at 10% breakeven
precision-recall and realistic combination, which assumes a 50% degradation in the
combination step. The figure shows the true MAPs on the three original concept sets
indicated by “x”. The corresponding fitted curves are plotted with the solid line rep-
resenting the oracle detectors (OD) with oracle combination (OC), and the dashed
line signifying extrapolation using the noisy detectors (ND) with 50%, 20%, and
10% breakeven precision-recall (PR). Realistic combination estimates (RC) assume
the combination algorithm is only half as effective as perfect combination and are
shown with 10% breakeven precision-recall as “RC+ND,PR10%”. The horizontal
dashed line represents a comparison MAP of 0.65, which is what has been achieved
by some of the best web search engines on text document collections. The fitted
curves in Fig. 10.2 provide a fairly accurate estimation on the target points. The
curves allow us to study the behaviour of video retrieval systems in depth as if there
were many more concepts available than the current status quo.

To reach the level of a “good” retrieval system, we will only need around 800
concepts if we can obtain perfect detection accuracy for each concept. There is a
trade-off between the minimal number of concepts and the concept detection accu-
racy. The lower the detection accuracy, the more concepts we are likely to need to
accurately retrieve the video content. If overall accuracy of concept detection is only
10%, we will need more concepts to achieve the same level, i.e. around 1,200–1,300
concepts.

The biggest surprise comes in the realistic combination scenario, which tries to
approximate the combination behaviour of real systems when compared to oracle
combination (Yan 2006). Here, Fig. 10.2 shows that using 3,000 or more concepts
will be sufficient for accurate retrieval, despite a fairly low detection accuracy of
10% for any single concept and substantial combination errors.

Keeping in mind the speculative assumptions of the extrapolation, we conclude
that a few thousand concepts should be sufficient to cover the most crucial content
in video corpora and provide a foundation to construct good video retrieval systems.
This experiment, together with the knowledge that highly accurate detectors are very
difficult to build, suggests that it is better to add more concepts into the mix rather
than building very accurate concept detectors, as long as we can find a reasonable
method to combine them.

The idea of using concepts to index pictures has long been applied by librari-
ans and archivists, and we can draw from their vocabularies for finding concepts
and meaningful indexing terms for image material. Perhaps the largest index of
image material is at the Library of Congress, and indexed by the Thesaurus for
Graphic Materials (TGM), using manually selected index terms for every library
item (Alexander and Meehleib 2001). TGM-I (Subject Terms) offers 69,000 terms
for indexing subjects shown in pictures and describing what pictures are about.
Additionally, the companion TGM-II (Genre and Physical Characteristic Terms)
document offers more than 650 terms for types of photographs, prints, design draw-
ings, and other pictorial materials, with new terms added regularly. The Art and
Architecture Thesaurus by the Getty Research Institute (Petersen 1994) is another
standard source for image and video description with a “structured vocabulary of



10 Filling the Semantic Gap in Video Retrieval 263

more than 133,000 terms, descriptions, bibliographic citations, and other informa-
tion relating to fine art, architecture, decorative arts, archival materials, and mate-
rial culture.” Additionally, there are numerous smaller controlled vocabularies for
stock photography collections, museums, and news organisations. None of these are
designed for video collections, nor do they take into account whether the descriptors
are automatically detectable.

One might simply propose to automatically index as many concepts as possi-
ble, for example, taking all index terms from the Thesaurus for Graphic Materials.
However, in practice, obtaining annotations and building automatic detectors is by
no means trivial, and developing concept detectors of very low retrieval utility would
waste effort, or even worse, degrade the performance of large-scale concept-based
retrieval systems. Note also that our extrapolations are based on the assumption that
additional “imaginary” semantic concepts should have a similar quality (such as
detection accuracy, proportion of the positive data and so on) to the existing 320
LSCOM concepts.

To address this, Section 10.3 investigates which concepts should be chosen, while
Section 10.4 looks at concept combination issues, including what happens if concept
combination is left under a user’s interactive control.

10.3 What Kinds of Concepts Should be Chosen?

The above experiments suggest that several thousand high-level concepts should
be able to support highly accurate video retrieval systems, however, these concepts
should not be randomly selected. The effort to annotate and construct a good concept
classifier is significant. The most well-known concept is a “face”. Face detectors
have been studied in computer vision for almost three decades, and only recently
have reliable commercial products became available (Zhao, Chellappa, Phillips
and Rosenfeld 2003). Another reason concepts should not be selected randomly
is that in order for our assumptions to hold, the chosen concepts must be similar in
retrieval utility to the existing ones. We thus argue that our efforts should only be
put towards adding those concepts that are likely to be beneficial to as many queries
as possible. The effort of developing a new concept, providing large amounts of
training data and implementing automatic detection algorithms can then be amor-
tised over many queries. The research question is how to define these “helpful”
concepts.

To find out which concepts should be chosen for indexing video collections, we
analysed the TRECVID’05 video archive annotated with the 320 LSCOM con-
cepts, and calculated how each concept contributes to retrieving shots relevant to
the search queries. We classified the LSCOM concepts into seven categories, pro-
posed by the Large-Scale Concept Ontology for Multimedia (LSCOM) workshop
(Hauptmann 2004). The total number and examples of each category are shown in
Fig. 10.3 and Table 10.1, respectively. The largest category is Scene (39% of the
320 concepts), closely followed by Objects (32%).
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Fig. 10.3 The number of LSCOM concepts in each category as listed in Table 10.1. Scene, Objects,
People are the three largest categories. c©IEEE 2007 (Hauptmann et al. 2007)

Table 10.1 LSCOM concepts are manually classified into seven categories. Each row list examples
in each category. c©IEEE 2007 (Hauptmann et al. 2007)

Category Examples

Program Entertainment, sports, commercials
Scene Snow, urban, road
People Reporter, single person female, Tony Blair
Objects Animal, boat, computers
Activities People marching, vending, walking and running
Events Explosion and fire
Graphics Charts, logo, map

10.3.1 Determining Concept Utility

We employ an information-theoretic measure, mutual information (MI) (Cover and
Thomas 1991), to determine if a concept is “helpful” in retrieving the shots relevant
to a query. MI has been effective in tasks like feature selection for text categorisation
(Yang and Pedersen 1997). Let us denote the relevance of a shot as a random variable
R, and the presence or absence of a concept in a shot as C , where R and C are binary
random variables. The mutual information between R and C , I (R; C) is defined as
follows,
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I (R; C) =
∑

r,c

P(r, c) log
P(r, c)

P(r )P(c)
,

where r ∈ {relevance, irrelevance}, c ∈ {absence, present}. MI can
be interpreted as the degree to which the randomness of R is reduced with knowl-
edge of C . If one becomes more certain about the relevance of a shot after knowing
the presence or absence of a concept (i.e. MI is greater than zero), the concept is
defined as a helpful concept for the topic. In practice, it is difficult to obtain zero
mutual information when the data set is not extremely large. We thus define a con-
cept C as helpful only when the entropy of R using Maximum Likelihood Estimates
is reduced more than 1%, which is an empirically determined, minimal threshold
that can filter out most spurious effects.

We further divide the helpful concepts into two types: positively helpful con-
cepts (P-concept) and negatively helpful concepts (N-concept). The presence of
P-concepts in a shot increases the degree of relevance. Conversely, the presence
of N-concepts decreases the degree of relevance. N-concepts can be used as filters
to the narrow retrieval search space. P-concepts and N-concepts are determined by
pointwise mutual information, defined as follows:

IP(r ; c) = log
P(r, c)

P(r )P(c)
.

If IP(relevance;presence) of a concept is greater than IP(relevance;
absence), it is a P-concept for a given topic, and an N-concept otherwise. For
example, for the topic “find shots of an airplane taking off”, “sky” is a P-concept
and “animal” is an N-concept.

10.3.2 Concept Frequency and Retrieval Utility

Given an unannotated, large video archive, how many concepts are there? As a
practical question, how much video do annotators have to watch before a reason-
able set of concepts are identified? To answer these questions, we first plot concept
frequency (i.e. the number of shots where a concept appears) against the rank of a
concept by concept frequency.

The linear relationship between concept frequency and rank in the log–log scale
approximately follows Zipf’s Law (Zipf 1972), as first observed by Kender and
Naphade (2005). The good news is that top-ranked concepts are extremely frequent
and a set of common concepts may be quickly collected without browsing through
much of an archive. To give a quantitative answer, we simulate the following sce-
nario: An annotator browses a video archive from the first shot of the first video, and
writes down new concepts right after they appear. The results are plotted in Fig. 10.4,
where the x-axis is the number of shots that an annotator has watched, and the y-axis
is the accumulated concept frequency, i.e. the number of unique concepts identified
so far times the frequency of each concept.
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Fig. 10.4 A simulation to show that video concepts in an archive can be quickly identified. c©IEEE
2007 (Hauptmann et al. 2007)

Imagine an annotator browsing the TRECVID archive from the first shot (in
Fig. 10.4 the x-axis increases from 0 to all shots in the TRECVID) and identifying
video concepts that have not been seen before. For each new video concept, we
accumulate its concept frequency and plot the accumulated frequency on the y-axis.
The dashed line in Fig. 10.4 marks 90% of total concept occurrences. By merely
watching 0.9% of the archive, the annotator can accumulate a set of concepts that
will account for 90% of the total concept occurrences.

The result is very encouraging: By watching merely 0.9% (3053 seconds) of
the archive, an annotator can gather a set of concepts that account for 90% of all
concept occurrences in the TRECVID 2005 video development collection. Thus,
new concepts for the global concept lexicon can be identified very efficiently, in
order to accumulate the target 3,000–4,000 concept lexicon.

The bad news, however, is that most concepts occur very infrequently. Ninety
per cent of the concepts occur fewer than 100 times in the 74,523 shots, which
makes it very difficult to develop automatic detectors because statistical learning
algorithms require large numbers of training examples (Naphade and Smith 2004).
Are these rare concepts really important for answering video retrieval queries? We
investigate how concept frequency is related to video retrieval utility, and plot the
number of search queries that are improved by a concept (both positively or nega-
tively) against concept frequency in Fig. 10.5. To summarise the results succinctly,
we fit cubic splines on the three sets of data points. Cubic splines do not assume
linear structure. Note that the choice of regression methods is less important here
than illustrating the relationship between the number of improved topic searches
and the concept frequency.

In Fig. 10.5, the presence of P-concepts increases the degree of relevance of a
shot to a query, while the presence of N-concepts decreases the degree of relevance.
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Fig. 10.5 The relationship between the frequency of a concept and the number of queries it
improves. Note that the x-axis is in log scale. c©IEEE 2007 (Hauptmann et al. 2007)

As can be seen from these plots, the number of queries that a concept improves
is strongly related to its frequency. The results clearly show that rare concepts
are unlikely to benefit more than one query (as shown by the “total” curve in
Fig. 10.5). For example, a rare concept,“castles”, occurs only 25 times and helps
only one query, “find shots of tourist sites”. The number of topics where concepts
can improve the search results (the curve labelled total in 10.5) stays low for con-
cepts with frequency less than 100. Only after concept frequency exceeds 100 can
concepts help retrieval for multiple queries. As an example of a frequent concept,
“person”, occurs 21,060 times and benefits 76–82 queries.

We further break down the total number of improved queries by the type of help
they receive. As concept frequency increases, N-concepts are more likely to benefit
more queries (the N-concept curve in Fig. 10.5), which is not completely surpris-
ing as frequent concepts remove large numbers of irrelevant shots more effectively
than rare concepts. P-concepts demonstrate a similar trend but to a lesser degree
(the P-concept curve). In summary, frequent concepts are more important because
they benefit retrieval of more search topics, either positively or negatively, than rare
concepts. Even though rare concepts are very discriminative if they positively affect
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a query, they help only very few queries, which makes it difficult to justify the cost
of developing classifiers for them.

More evidence of the importance of frequent concepts is provided by the fol-
lowing experiment. Similar to the methodology adopted in Section 10.2.2, we plot
the retrieval performance (y-axis) with optimal concept combination of various
numbers of concepts (x-axis) in two different orders – one by frequency and one
randomly – in Fig. 10.6.

Adding high-level semantic concepts by frequency (FreqOrder curve) performs
much better than adding concepts randomly (Random curve), especially when the
number of added concepts is small. The simulation again provides corroboration
for the significance of frequently occurring concepts in bridging the semantic gap
of video retrieval. These simulation results strongly suggest that frequent concepts
should not only be chosen first when formulating a video retrieval query, but should
also receive preference for inclusion in the concept lexicon.

We further investigate which concept category contributes more helpful con-
cepts, and plot the accumulated number of the helpful concepts against the seven
categories in Fig. 10.7, namely activities, events, graphics, objects, people, program,
and scene. All LSCOM concepts are manually classified into seven categories as
listed in Table 10.1. The results are striking: The large categories do not necessarily
produce proportionately as many helpful concepts. While both “Objects” and
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Fig. 10.7 The accumulated number of concepts that benefit video retrieval in each category is
disproportional to the number of concepts in a category (cf. Fig. 10.3). c©IEEE 2007 (Hauptmann
et al. 2007)

“Scene” are large categories, “Scene” contributes disproportionally the largest
number of helpful concepts.

10.4 How can we Use the Concepts to Help Video Search?

Our theoretical analysis has uncovered the potential of using high-level concepts to
augment video retrieval results. However, we do not know if this means users can
actually derive this benefit in their searches. Since most users would start with a text
query expressing their information need, the open question is whether this informa-
tion need can be related to the correct, helpful concepts in a realistic retrieval setting.
In this section, we discuss some possible approaches to incorporate high-level con-
cepts into the retrieval output and analyse their applicability, including interactive
manual selection methods and automatic selection methods.

10.4.1 User Study: Evaluating Manual Selection of Concepts

How easy is it for people to select helpful concepts for queries? The goal of our
user study was to determine whether people associate semantic concepts to infor-
mation needs accurately, and if they are consistent. Twelve university employees
and students participated in the study, with eight participants being very familiar
with TRECVID concepts, topics, and video information retrieval and the remaining
four relative novices. Since this study was conducted at the same time as the annota-
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tions mentioned in the earlier sections, truth data was not yet available for the same
video collection. Therefore, we used earlier TRECVID data for the user study. Each
participant filled out two tables, one mapping 10 TRECVID 2004 concepts to the
23 TRECVID 2004 topics, and the other mapping the 17 concepts to the 24 topics
in TRECVID 2003. Each participant hence made 230 + 408 = 638 judgments
as to the sign and degree with which a concept addresses a topic. A total of 7,656
human-generated judgments were produced in this way.

The survey set up the problem as follows: Suppose there are tens of thousands
of video shots and you need to answer a particular topic. You do not have time to
look through all the shots, but can choose to either look at or ignore shots having a
concept. For example, if the topic were “cherry trees”, you might decide to definitely
look at outdoor shots and vegetation, and definitely ignore Madeleine Albright shots.
For each topic, rate whether each concept would help or hurt in finding answers to
the topic according to this scale: definitely ignore the shots with the concept (1),
probably ignore (2), don’t know (3), probably keep (4), and definitely keep (5) shots
with this concept.

The judgments showed the difficulty in anticipating the utility of a concept for
a given topic, even with such a small-sized corpus of concepts (17 and 10 for
TRECVID 2003 and 2004). The overall correlation of ratings between pairs of sub-
jects was weak for both TRECVID 2003 and TRECVID 2004. From the 66 pairings
of raters, on TRECVID 2003 the Pearson product moment correlation coefficient
values ranged from 0.37 to 0.77, mean 0.58, STD 0.07. For TRECVID 2004, the
coefficient values ranged from 0.27 to 0.70, mean 0.56, STD 0.09. The Pearson
correlation coefficient shows that with both concept-topic sets there was very weak
positive correlation, indicating that users do not agree on which concepts are likely
to help a given query.

The collective evidence shows much disagreement between the raters across the
concept-topic associations: Over 20% of the TRECVID 2003 associations and 17%
of the TRECVID 2004 associations have at least one rater scoring the association as
definitely ignore, while another rated it as definitely keep. By contrast, only 12% of
TRECVID 2003 associations and 13% of TRECVID 2004 associations had strong
uniformity of all 12 raters within one ratings point of each other on the 5-point
scale. We were interested in looking at the concept-topic associations where raters
did have greater agreement, i.e. those associations with ratings having a relatively
low standard deviation. Figures 10.8 and 10.9 present the top quartile of associations
having the best ratings’ agreement (which correlated to a standard deviation of < 0.7
for both sets). Empty cells in the tables indicate concept topic associations having
higher levels of disagreement amongst the 12 subjects.

One other piece of information is shown in Fig. 10.8 and 10.9: The cells cor-
responding to the 54 instances of topics improved by a concept are shaded grey.
Of 33 such TRECVID 2003 topic-concept associations, 14 were found with high
agreement by raters, 2 others were found by raters with high agreement but rated as
don’t know rather than keep, and 17 were rated with a variety of opinions. Of the 21
TRECVID 2004 topic-concept associations, 6 were found with high agreement by
raters but 15 were rated with a variety of opinions. When participants expressed a
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Fig. 10.8 Average association on 5-point scale (1 = ignore, 5 = keep) from 12 raters assessing
TRECVID 2003 concept relevance to TRECVID 2003 topics; blank cells indicate higher levels of
rater disagreement, grey cells denote objective retrieval improvement according to truth data for
topics and concepts. c©IEEE 2007 (Hauptmann et al. 2007)

rating, the rating agreed with the pooled truth data. There was clear consistent opin-
ion on over half the shaded cells. Also, raters expressed consensus intuitions that
were not supported by the pooled truth. Of the 43 topic-concept pairs in TRECVID
2003 and 8 in TRECVID 2004 marked with high agreement as positively associated
in Fig. 10.8 and 10.9, 29 of the 43 and 2 of the 8 were not substantiated by empirical
truth.

Additional interactive search experiments in Christel and Hauptmann (2005) fur-
ther present strong evidence that semantic concept sets, if capable of being pro-
duced to reasonable levels of accuracy, could indeed benefit the user in addressing
“generic” topics beyond what they could find using existing video retrieval systems,
but that “specific” topics are already addressed adequately through other means
(such as text search against the narrative text in news). However, we also must
conclude that users are unable to reliably find the right concepts to exploit from
very small concept sets. As the concept corpus grows, users will need automated
recommendation or selection systems to combine concepts effectively in order to
achieve the benefit levels projected in Section 10.2.
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Fig. 10.9 Average association on 5-point scale (1 = ignore, 5 = keep) from 12 raters assessing
TRECVID 2004 concept relevance to TRECVID 2004 topics; blank and grey cells same meaning
as Figure 10.8. c©IEEE 2007 (Hauptmann et al. 2007)

10.4.2 Automated Assistance

Given the difficulty for users to manually identify which concepts are beneficial,
automatic concept selection might turn out to be a better alternative, if it could find
relevant concepts for each query without explicit human intervention. In this section,
we describe several types of automatic concept selection methods and discuss their
advantages and disadvantages.

(1) The simplest approach to handle high-level semantic concepts is to match the
name of each concept with the query terms. If a concept name is found to be rel-
evant, then its detection outputs can be used to refine the initial retrieval results.
For example, the semantic concept of “building” detection will be helpful for
retrieving the query of “finding the scenes containing buildings in New York
City”. This method is very intuitive to understand and simple to implement.
However, in practice it is unrealistic to expect a general query topic to explicitly
indicate all related concepts in the description. For example, the concept of
“outdoor” could be useful for the query of “finding people on the beach” but it
does not show up in the query directly.

(2) To extend the power of simple query matching, we can follow the idea of global
query expansion strategies in text retrieval, which attempts to enrich the query
description from external knowledge sources such as a co-occurrence thesaurus
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(Qiu and Frei 1993), created based on global term-to-concept similarities, or a
semantic network (ontology) organised to provide semantic relations between
keywords, e.g. WordNet (Fellbaum 1998). These approaches have been suc-
cessfully applied in the multimedia retrieval task (Volkmer and Natsev 2006;
Neo, Zhao, Kan and Chua 2006) and show promising retrieval results by intro-
ducing extra concepts from external knowledge sources. However, apart from
some useful semantic concepts, these approaches are also likely to introduce
additional noisy concepts to the query and thus might yield unexpected deterio-
ration of the search result quality. They are also not able to build up connections
between queries and concepts that may not have any a priori obvious semantic
connection, but are present in the corpus e.g. Madeleine Albright is strongly
associated with “walking down stairs”. This is only clear after examining the
corpus, which shows her frequently descending from the plane as she arrives
for state visits. Moreover, even when the subset of relevant concepts are per-
fectly detected, it remains a challenge for these query matching approaches to
derive a good strategy to combine all the high-level semantic concepts with
other text/image retrieval results.

(3) As another alternative, we can leverage the semantic concepts by learning
their combination strategies from a pre-collected training collection, e.g. learn-
ing query independent combination models (Amir, Hsu, Iyengar, C.-Y.Lin,
Naphade, Natsev, Neti, Nock, Smith, Tseng, Wu and Zhang 2003) and query-
class based combination models (Yan, Yang and Hauptmann 2004; Chua, Neo,
Li, Wang, Shi, Zhao, Xu, Gao and Nwe 2004). These approaches can auto-
matically determine the weighting between different concepts and handle the
hidden semantic concepts without any difficulties. However, since these learn-
ing approaches can only capture the general patterns that distinguish relevant
and irrelevant training documents, their power is usually limited by the number
of available training data.

(4) We can also consider local analysis approaches that can adaptively leverage
semantic concepts on a per query basis without the support of training data.
For these approaches, initial retrieved documents are examined in real time to
determine the concepts to expand. The essence of local strategies is to utilise
retrieved documents as pseudo-positive/negative examples to select expanded
discriminative query concepts to improve the retrieval performance. For exam-
ple, a retrieval approach called probabilistic local context analysis (pLCA)
(Yan 2006) has been proposed, which can automatically leverage useful high-
level semantic concepts to improve the initial retrieval output without any train-
ing data. However, the success of this type of approach usually relies on a set of
initial retrieval outputs that exhibit a reasonable accuracy. If the initial retrieval
performance is unsatisfactory, it is possible for local analysis approaches to
degrade the retrieval results.

All four types of approaches, that is “term matching” of concepts to queries,
global query expansion, query class analysis, and local context analysis, have
proved to be successful in handling high-level semantic concepts in various studies,
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although they all come with their own limitations. Moreover, the applicability of
these methods is not mutually exclusive. Instead, a composite strategy can usually
produce a better result than any single approach. How to automatically determine
the best strategy or strategies to incorporate high-level concepts into the retrieval is
an interesting direction for future exploration.

10.5 Conclusions and Future Work

Using the TRECVID video collection and truth annotations from 320 concepts, we
simulated and extrapolated performance of video retrieval under different assump-
tions of concept detection accuracy. The experimental results confirmed that a few
thousand semantic concepts could be sufficient to support high-accuracy video
retrieval systems. Surprisingly, when sufficiently many concepts are used, even low
detection accuracy can potentially provide good retrieval results as long as we find
a reasonable way to combine them.

We also derived suggestions regarding the type of concepts that will be most
helpful and the frequency of desirable concepts to include in the set. We first showed
that frequent concepts play a more vital role in video retrieval than rare concepts.
Unlike rare concepts that benefit none or only one specific topic, recurrent con-
cepts of frequency greater than 100 helped multiple search topics, either by filtering
out irrelevant results or by promoting relevant shots. Second, frequent concepts
can be easily identified with a small, randomly sampled collection, since it was
shown that even 1% of the video collection can cover around 90% of the concepts
occurring in the entire collection. Finally, “Scene” concepts (and to a lesser degree
“People” related concepts) were shown to be very helpful and should be developed
first. Although there are many concepts in the “Objects” category appearing in the
archive, they usually benefit very few queries, making them virtually irrelevant for
general search queries. Ultimately, despite many hints, we leave unanswered the
question whether this many appropriate semantic concepts can actually be found,
and, specifically, which ones they should be.

In order to utilise the semantic concepts in the realistic retrieval setting, we dis-
cussed a number of approaches for concept combination based on either manual
selection or automatic determination. Since a user study shows that it is difficult
for users to predict which concept will help for a specific query, we suggest sev-
eral (semi-) automatic ways to find the best combination of concepts that will be
relevant to a specific query, including semantic matching, learned combination, and
relevance feedback.

There are currently efforts underway to connect large concept lists into ontolo-
gies or graphs. One such effort is the LSCOM concept ontology, which assem-
bles over 2000 semantic concepts into an ontology derived from the CYC (Reed
and Lenat 2002) ontology. This ontology is limited to visible and detectable con-
cepts. In the Shatford-Panofsky hierarchy (Shatford 1986), which distinguishes pre-
iconographic, iconographic, and iconological aspects of an image, the ontology
tends to describe the pre-iconographic aspects, related to the “factual”, elementary,
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and easily understandable aspects of an image. The ontology excludes more abstract
notions such as “pleasant”, “happy”, “social”, or “scary”. These are descriptions
which Panofsky would characterise as iconographic (related to an artistic motif)
or “iconological” (related to underlying cultural principles that determine the sym-
bolism of an image). While limited-domain efforts at connecting concepts to spe-
cialised ontologies for retrieval have been shown to be effective (Wang, Liu and
Chia 2006; Srikanth, Varner, Bowden and Moldovan 2005), the effectiveness of
a large-scale ontology for general news retrieval has not been demonstrated. An
alternative to manually constructed ontologies that encapsulate human knowledge
and preconceptions is to allow the data to connect related concepts automatically,
and suggest their joint use for retrieval. This could be done with something as sim-
ple as the chi-square measure (Yang and Pedersen 1997), or through more refined
graphic models that explore independence and overlap of concepts in a larger lexi-
con. Potentially, both interactive retrieval and automatic retrieval could benefit from
suggestions of structurally related concepts for specific queries, but the evidence for
this is still outstanding.

Above all, we hope that this divide-and-conquer approach using large numbers
of semantic concepts as an intermediate layer will allow us to develop thousands
of concepts that can be somewhat reliably identified in many contexts, and with
sufficient numbers of these concepts available, covering a broad spectrum of visible
things, users will finally be able to bridge the semantic gap. Ultimately, this chapter
arrives at the conclusion that “concept-based” video retrieval with fewer than 5,000
concepts, detected with minimal accuracy of 10% mean average precision is likely
to provide high-accuracy results, comparable to text retrieval on the web, in a typical
broadcast news collection. These observations serve as a foundation for continuing
investigations instantiating such a large collection of concepts for retrieval.
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Chapter 11
Conclusions Relating to Semantic Multimedia
and Ontologies

Yiannis Kompatsiaris and Paola Hobson

11.1 Reflections on Semantic Multimedia and Ontologies

Semantic multimedia analysis, as shown in the previous chapters, has already
started producing useful results in many domains and applications. As mentioned in
Chapter 10, for example, after detailed analysis and experimentation, it was found
that “. . .although the prediction provided by the state-of-the-art automatic concept
detection algorithms is far from perfect, they can still substantially improve the
standard text-only retrieval output.” At this stage of research and development, it
is important to understand the advantages and limitations of automated semantic
analysis in terms of several factors, and this understanding can help to make the
correct decisions for adopting the use of such approaches into practical systems
and provide to personal, professional, enterprise and scientific users the benefits of
these approaches. For example, the performance of each approach in generic versus
specific applications and more importantly the opportunities to combine semantic
analysis with existing systems in order to provide added value to the offered service
rather than trying to build services purely based on semantic analysis functionalities
has benefits in multiple application domains, as shown in Part III of this book.

The applications described in Chapters 6–8 demonstrate the breadth of oppor-
tunity for exploitation of semantic multimedia concepts in consumer, professional
and scientific domains. Despite their disparate features and domains of use, these
applications have in common that the developed systems must be reliable and easily
usable by their intended end user. This poses requirements of accuracy and tractabil-
ity at the back-end system level, and requirements of simplicity and comprehension
at the user presentation level.

Systems which automate decision making on behalf of a user will be successful
only if the user has confidence that the decisions are accurate and that the actions
taken reliably replicate those which the user would have done if the system were
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manually driven. In the case of media analysis, this implies that the resulting meta-
data consistently describes the content as users might label it themselves. In fact,
one of the benefits of multimedia analysis based on accepted standards, as was pre-
sented in Chapters 4 and 5, is that standardised annotations are produced which are
not subject to noise and subjectivity which can arise in systems requiring manual
annotation. The appropriateness of the annotation is best measured by the success
of the applications which use it, and as we saw in Chapter 10, a granularity of anno-
tation using appropriately chosen labels can be defined to solve specific retrieval
problems, as illustrated by TRECVID. Also, as illustrated in Chapters 7 and 8,
specific domain ontologies can be defined by the users themselves for specialist
applications, ensuring a tight coupling between the system requirements and system
implementation. However, this implies a high investment for the application owner
in time and specialist knowledge resources in setting up the initial system. Such
investment will, of course, be recovered many times over by the time-savings and
efficiency benefits that the system brings. Taking a standardised approach ensures
longevity and extensibility of the system as new knowledge and processes become
available.

Personalisation systems, such as the personalised summarisation method
described in Chapter 6, are somewhat harder to evaluate as the acceptability of
the outcome is dependent on the user’s subjective perception. However accurately
the content may be labelled, if a user asks the system to assemble, for example,
a humorous summary of some video content, they will only feel satisfied if the
selection meets their particular perspective on what is funny. Over a period of
time, the system can learn the user’s preferences and more accurately match their
needs, but if the system makes early mistakes, the user’s first impressions of the
application may be negative and they may be reluctant to trust the system for further
recommendations. Involving representative end users in the design loop is essential
in such applications, to ensure that the most appropriate system is implemented.

11.2 Harmonisation of Multimedia Ontologies

Consistency and interoperability of annotations and metadata appear as recurring
themes throughout this book. Commercial exploitation of semantic technologies
relies on the creation of a broad ecosystem, encompassing multiple devices, plat-
forms, communication bearers and applications, where a consumer can feel confi-
dent that what they are buying can be integrated with other equipment and appli-
cations that they use, and that such devices and software will not become obsolete
within a short time. Interoperability of metadata was the subject of a W3C Incubator
Group on Multimedia Semantics, and the reports from this group (available online)
hint at routes towards solutions.

Concerning multimedia ontologies and ontology or more general logic-based
approaches for semantic multimedia analysis, there are already very interesting
results as can be seen by Chapters 2–4 and in the applications described in Part III
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of this book. As it can be seen, especially in Chapters 3 and 4, the combination
of multimedia and knowledge- or logic-based approaches is not so straightforward,
and it requires significant research effort and advances until multimedia analysis
can really benefit from logic-based advances. Multimedia content and analysis have
specific requirements which must be taken into account. One of the most typical is
the existence of uncertainty in multimedia content analysis, which has to be taken
into account by the formal knowledge-based approaches or requires further research
and development into new ways to handle it. There are several initiatives work-
ing towards this direction, among them the W3C Multimedia Semantics Incubator
Group and a number of EC part-funded research projects under the 6th framework
IST programme, such as aceMedia, K-Space, BOEMIE, X-Media and MESH (see
Web Resources section for further information on these projects).

11.3 For Further Reading and Research

The area of semantic multimedia and ontologies is emerging as one of the fastest
moving research domains, partly due to its intrinsic difficulty, which stimulates the
interest of researchers, and partly due to its anticipated commercial prospects, which
attract commercial attention. The interested reader is encouraged to browse the list
of references below, in addition to those appended to each chapter, and in particular,
the works of Stamou and Kollias (2005) and the Special Issue on Semantic Image
and Video Indexing in Broad domains from the IEEE Transactions on Multime-
dia (2007) are highly recommended.
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aceMedia project http://www.acemedia.org
aceMedia ontology http://www.acemedia.org/aceMedia/reference/
harmonisation multimedia ontology/index.html
AIM@SHAPE Network
of Excellence

http://shapes.aimatshape.net

Boemie project http://www.boemie.org/

CODATA committee http://www.codataweb.org/06conf/meetings/22oct06-1.html

Ethnographic eResearch
project

http://ethnoer.unimelb.edu.au/

FactSage 5.5 http://www.factsage.com
freedb http://www.freedb.org

Garcia, Roberto, PhD thesis http://rhizomik.net/∼roberto/thesis
Google Maps
documentation

http://www.google.com/apis/maps/documentation/upgrade.html

Grace note http://www.gracenote.com

HTML+TIME 2.0 http://msdn2.microsoft.com/en-us/library/ms533102.aspx
HUMAINE Network of
Excellence

http://emotion-research.net/

Inorganic Crystal Structure
Database

http://www.fiz-karlsruhe.de/ecid/Internet/en/DB/icsd/

Jabber Software Foundation http://www.jabber.org/

K-Space Network of
Excellence

http://www.k-space.eu/

Last.fm http://www.last.fm/

MatML http://www.matml.org/downloads/matml31.xsd
MESH project http://www.mesh-ip.eu/
MPEG-7 Ontologies http://rhizomik.net/ontologies/mpeg7ontos
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Multimedia digital library
for on-line search

http://milos.isti.cnr.it/

OWL http://www.w3.org/TR/owl-features

Pandora http://www.pandora.com/
Paradisec project http://paradisec.org.au/home.html

RDF Schema http://www.w3.org/TR/rdf-schema/
RDF Syntax http://www.w3.org/TR/rdf-syntax-grammar/
ReDeFer http://rhizomik.net/redefer
RSS 2.0 specification http://cyber.law.harvard.edu/rss/rss.html

Semantic WildNet http://www.itee.uq.edu.au/∼eresearch/projects/ecoportalqld/
papers/SemWildNET.pdf

SonyStation http://stationexchange.station.sony.com/
SPARQL description http://www.w3.org/TR/rdf-sparql-query/
StatSoft, Electronic
Textbook

http://www.statsoft.com/textbook/glosc.html, 2005

TRECVID http://www-nlpir.nist.gov/projects/trecvid/
TRECVID on line
proceedings

http://www-nlpir.nist.gov/projects/tvpubs/tv.pubs.org.html

TVAnytime http://www.tv-anytime.org

W3C multimedia semantics
incubator (MMSEM XG)

http://www.w3.org/2005/Incubator/mmsem/

W3C MMSEM XG report
on MPEG-7
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